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A Simulator for Integrated Voice/Data Packet
Communication Networks
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ABSTRACT  1In this paper, the development of a simulator for the performance estimation and parameter optimiz-
ation of an integrated voice /data packet communication netwcrk is described. The simulator implemented is capable
of simulating the integrated voice /data network that handles packet voice terninals as well as data terminals and
hosts operating under standard CCITT protocols. Of the three discrete event simulation approaches presently known,
the process interaction method has been chosen. With this approach one can implement a simulator that is related
most Closely with the real system. The simulator has been implemented in PL /1 and GPSS simulation languages,
resulting in a software package of about 4,000 lines. To reduce the computer run time of the simulator, we have
used a method of reducing conditional events based on a GPSS LINK block. We describe various aspects of the si-
mulation model developed. We then investigate the performance of a 7-node network using the simulator, and present
the results. For validation of the simulator developed, we construct a simulation mode! for a simple voice / data
multiplexer, and compare the results of simulation with those of an analytical model.

INTRODUCTION

As a first step toward the development of
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an _integrated services digital network (ISDN),
the integration of voice and data signals in a
common network has attracted many researcher’s
interest [1]1-[4]. In 1975, Coviello and Vena
proposed an inegrated circuit/packet switching
system which realized the circuit switching con-
cept used in the traditional telephone networks
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and the packet switching concept used in the
ARPANET in a common carrier [3]. Moreover,
Forgie and Nemeth proposed a virtual circuit
switching system in which two kinds of data
are processed in the same manner [4].

It is well known that voice and data signals
have inherently different statistical characteristics.
As a result, they have several conflicting require-
ments in communication protocols [4]. For
example, data signal requires error-free transmis-
sion, although it can allow some transit delay. On
the other hand, voice has a strict requirement in
transit delay (normally up to 200 ms [5]), but
it is tolerant of small amount of errors without
significant degradation in its quality. Hence, the
way to process voice packets should be different
from that of processing data packets. In addi-
tion, the algorithms for the conventional data
network (e.g., flow control) have been found un-
suitable for real time vice, and should be amended
to meet the above conflicting requirements.
Therefore, in the design phase of an integrated
network, the choice of system parameters and
network algorithms should be examined carefully
so that the implemented system may yield the
best performance.

It is very difficult, if not impossible, to
predict the performance of a large, complex
system such as the integrated voice/data packet
communication network by mathematical analysis.
Simulation offers a convenient tool for the per-
formance analysis and parameter optimization
of a system when the mathematical analysis is
not possible, and real world tests are not feasible
[6]. Generalized computer network simulators
have been proposed for data signals only by
many researchers [7]-[9]. Those simulators are
modularized in software structure such that the
user can easily modify some parts of the modules
and simulate the performance of a network for
a given protocols or algorithms. However, they
model the exchange of data packets among host
computers and ordinary data terminals, and thus,

one cannot simulate the performance of an inte-
grated network in which statistically different
signals (e.g., voice, data, picture, facsimile, etc.)
coexist.

In this paper, we present a simulator for an
integrated voice/data packet communication net-
work. We first model the voice traffic from real
conversations. Then, we design the software struc-
ture for given communication protocols. With
the simulation package implemented, we simulate
the performance of a 7-node network, and dis-
cuss the results. To reduce the computer run
time of the simulator, we study the event scanning
method of the simulator. The network modeled
by the simulator is composed of several node pro-
cessors interconnected via high speed links and a
number of asynchronous terminals, several hosts
and packet voice terminals attached to each node
processor.  Asynchronous terminals and hosts
have been assumed to operate under standard
CCITT protocols (X.3, X.28, X.29, and X.295),
whereas packet voice terminals follow a simpli-
fied X.25 for voice.

A network protocol normally takes the form
of layered structure. This layered architecture
facilitates the implementation of the entire pro-
tocol, since it offers an excellent isolation between
two adjacent layers, and requires only correct
interfaces [10]-[11].
three layers (the link and network layers, and a

In our simulator, only

part of the transport layer) have been implement-
ed. The user can select the values of certain sys-
tem parameters, such as the number of nodes,
topological configuration, line speed, packet
size, mean message length, bit error rate of a chan-
nel, and so on. Besides, the simulator has been
implemented in such a way that the user can
modify parts of protocols or network algorithms,
such as routing, flow control and virtual circuit
management, thereby enabling to have simulations
for various situations.

Following this introduction, in Section II
we specify the integrated voice/data packet net-
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work. This includes the organization and the
characteristics of the integrated network. In
Section III we describe the implementation of
the simulator, including the traffic model, the
software structure, and the event scanning method
that is used for reduction of the computer run
time of the simulator. In addition, we check the
validity of the simulator using the simple analyti-
cal model of a voice/data multiplexing system. In
Section IV, we investigate the performance of a
7-node network for various situations using the
simulator, and present the results. Finally, in
Section V we draw conclusions,

II. SPECIFICATIONS OF AN INTEGRATED
VOICE/DATA NETWORK

A packet communication network consists
of four groups of basic elements; network node
processors (NNP’s), communication links, hosts
and terminals attached to each NNP, and the
network management center (NMC). In an integ-
rated voice/data packet network, the third group
also includes packet voice terminals. Fig. 1 shows
a configuration of the model for an integrated
voice/data packet communication network which
is capable of handling both voice and data signal.
A virtual circuit (VC) switching system is modeled
in this simulator, since it is most approptiate to
deal with voice traffic as well as data [12]-[13].
In the VC switching system, the routes establish-
ed at the call set-up time remain unchanged until
the VC is closed by the user.

Of the four groups of network elements,
the NNP plays the most important role in determ-
ining the network performance, since most of the
network programs are contained in the NNP!
The NNP’s interconnected via high speed (56
kbits/s or more) communication links exchange
voice and data packets by the store and forward

method. Furthermore, they manage hosts and

1In our simulation model we do not include the NMC.
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Fig. 1 Integrated voice / data packet communication network.

terminals. The exchange of data packets between
two NNP’s is assumed to follow the CCITT re-
commendation X.25.

Several hosts can be connected to each node,
These hosts are responsible partly for the packet
mode data terminal equipment (PDTE) services
specified by the network, such as file transfer,
virtual terminal agent, mailing and data transmis-
sion, and partly for the asynchronous packet as-
sembly and disassembly (PAD) service. The host
interface for the synchronous channel is in the
packet mode using the CCITT X.25 protocol,
as is the case for communication between two
NNP’s. Asynchronous data terminals can access
a local or remote host through a PAD implement-
ed in the NNP.
asynchronous terminal and the host for the
PAD service is assumed to follow the CCITT
recommendation X.3, X.28 and X.29.

Voice terminal interface to the NNP is also
in the packet mode, but does not follow the X.25.
When the X.25 protocol is adopted for handling
voice packets, a certain portion of voice packets

The access protocol for the

www.dbpia.co.kr



3/ e45h dlolebst AR AAFAYE A& A Falo] sy

will suffer unacceptably long delay due to the
flow control and retransmission strategy used for
data. Therefore, for voice transmission one must
modify the X.25 protocol such that flow control
for the conventional data network, and retrans-
mission procedures are eliminated. In our simu-
lator, we use a system model in which voice and
data packets are distinguished at the link layer of
the layered protocol.

For voice packetization, speech is digitized
in the range of 2.4 to 16 kbits/s using a medium or
low rate voice encoder such as adaptive differ-
ential pulse code modulation (ADPCM) [14],
adaptive delta modulation (ADM) [15], residual-
excited linear prediction (RELP) vocoder [16]
and linear predictive coder (LPC) [17]. Speech
is represented as a series of talk spurts and silence.
To achieve the time assignment speech interpola-
tion (TASI) advantage in channel utilization,
only talkspurts are packetized using a speech
activity detector (SAD), and transmitted [18].

In this work, we use three performance
measures to investigate the performance of a pack-
et network. They are throughput, packet delay
and the effect of errorneous or lost packets.
Throughput is dependent on the packet length,

NODE II

HOSTS : Ill
'II FINITE

BUFFERS

DATA
TERMINALS

PACKET
VOICE
TERMINALS

protocol overhead, link speed, bit error rate and
the size of a flow control window. Packet delay
includes processing delay, queueing delay and
transmission delay. Hence, it is a function of
packet length, line speed, bit error rate, and
network algorithms.

In voice transmission, errorneous packets
and packet slips cause degradation of speech qual-
ity. When a bit error occurs in a voice packet,
repeating the packet in the previous frame is
known to yield better quality of speech than using
the errorneous packet [3].

Consequently, the relevant factors that govern
the network performance are the packet length,
the bit rate of a speech coder, bit error rate, the
size of a flow control window, the processing
power of a switching equipment and the recon-
struction strategy for voice packets. In our simu-
lator, all these factors are taken into account.

III. " IMPLEMENTATION OF THE SIMULATOR

A. Network Model

A network model used in our simulator is
shown in Fig. 2. In our simulation model, data
packets are generated from asynchronous term-

DATA
TERMINALS
NODE I INODE
l'l : HOSTS
FINITE “I
BUFFERS
) PACKET
: VOICE

UE TERMINALS

Fig.2 Network model.
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inals, and voice packets from packet voice termi-
nals. Data packets generated are transmitted to
a remote host, and the destination host sends
messages to the source terminal. As for voice,
two packet voice terminals exchange voice packets
interactively through the network. Hence, since
the simulator models a VC switching system,
each packet generated from the source travels
on a fixed route that has been established at the
call set-up time.

Due to the limit of the link capacity, voice
calls are restricted to no more than four for each
NNP?. Arriving voice calls are discarded if re-
maing channel capacity is not sufficient for voice
trafficc. Once a voice call is established, voice
traffic has priority over data traffic.

B. Traffic Model

In our simulator the data traffic is modeled
as a Poisson process. In this model, the interar-
rival time of generated bursts is exponentially
distributed. Thus, the probability that the next
arrival of a burst will occur in time t is given by

Flt)y=1—e™, t=20

where 1/\ is the mean interarrival time. The
Poisson process can easily be implemented using
the GPSS V function FNSEXPON as the second
argument of an ADVANCE block. For the burst
length distribution, the results obtained for
terminal bursts by Martin have been used [19].
For the length distribution of the response bursts
from hosts, a normal distribution is assumed.

For the voice traffic, we use an interactive
two-way conversation model in which there are
A-TALK, B-TALK, PAUSE-A and PAUSE-B
states as shown in Fig. 3 [20]. Talkspurts and
silence are generated according to a state table.
The lengths of talkspurts and silence are determin-
ed by the cumulative functions FNS$SALKS and

2We assume that a 16 kbits/s speech coder is used.
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Fig.4 Procedure for generation of voice traffic.

FNSSILEN that have been obtained from the on-
off statistics of real conversations that is 50 min
long.

Fig. 4 shows the procedure for the generation
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of voice traffic. In the figure, once a voice call is
set up, the talker A is allowed to talk. During
this period, a talkspurt is generated with the length
determined by the cumulative function FN$
TALKS. With the elapse of the talkspurt duration,
the talker A enters the PAUSE-A state in which
he pauses for a duration of time and the talker B
is in silence, and then the talker may be changed
by means of the state transition probability (see
Fig. 3). Therefore, the actual silence duration
for each talker is given by parameters assigned
from the FN$TALKS plus those from the FN$-
SILEN. The on-off characteristics of speech by
means of the cumulative functions FNSTALKS
and FNS$SILEN are shown in Fig. 5. It is seen
that the on-off patterns generated are fairly
close to the results obtained by Gruber [21].
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C. Software Structure

Our simulator simulates among others the
access protocols for interactions of NNP-NNP,
NNP-host, NNP-asynchronous terminal, and NNP-
packet voice terminal. To account for those
protocols, the simulator is made up of a number
of modules. The software structure of the simu-
lator developed is shown in Fig. 6. The X.25
interface is depicted by DMAIN which controls
transitions of the state machine and processing
of the synchronous channel data. The module
VMAIN performs voice packet processing, and
manages packet voice terminals, To discriminate
a frame between voice and data frames the module
ANAL is used. The module DRVER is a model
of the hardware driver routine. For the network
and transport layer protocols, the modules NET-
RX. NETTX and TRANS have been implemented.
As for the access protocols for an asynchronous
terminal, ARTRX and ARTTX which perform
the X.28 have been implemented. Moreover, the
PAD which follows the CCITT recommendation
X.29 has also been implemented. In addition,
routines for buffer interrupt, host processing,
traffic generation and report generation have
been realized.

TRAFF
GENE RAT

SYNCHRONOUS
TRUNKS

Fig. 6 Software structure of the simulator developed.

For voice, error recovery is not done at all
layers. In the link layer, using the address field
of a frame, voice frames are classified from data

13
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frames. Furthermore, voice frames are excluded
from send and receive sequencing like the un-
numbered frames described in the X.25. In this
way, the flow control and the retransmission
strategy for voice packets can be eliminated.
The link layer protocol for voice packets des-
cribed above are modeled in VMAIN. In the
network layer, using bits in the general format
identifier (GFI), voice packets are discriminated
from data packets, and are stamped with a time
information. Unlike the link layer, however, the
send sequencing is done for the detection of
packet slips of voice packets. The modules im-
plemented in our simulator are summarized in
table L.

Table 1 Modules implemented in the simulator

Module Function
DRVER | Hardware driver routine for synchronous
channel
ANAL Analysis routine for input packets
DMAIN Main routine of the link layer for data
packets (X.25)
VMAIN Main routine of the link layer for voice
packets
NETRX | Receive routine of the network larer (X.25)
NETTX | Send routine of the network layer (X.25)
TRANS | Routine for transport layer
PAD Packet assembly /disassembly routine (X. 29}
ARTRX | Receive routine for asynchronous channel
(X. 28)
| ARTTX | Send routine for asynchronous channel (X.28)
: RHOST | Remote host process (X.25)
‘EVCMGR Routine for VC manager
; DAGEN | Data traffic generation
| SPEAK | Voice traffic generation

The simulator implemented in this work is
executed in five steps as shown in Fig. 7. In the
first step, speech is digitized by a 12-bit A/D
converter, and stored in a magnetic tape. From
this speech data file, speech statistics are obtained.
These include the distributions of lengths of
talkspurts and silence, and the transition proba-
bility of the interactive two-way conversation
talker model.

14

The default speech parameter

RECORDED
SPEECH

EXTRACTION OF NEW INPUT USER
SPEECH STATISTICS| | NETWORK DEFINED
USING SAD PARAMETERS MODULES
SPEECH SYSTEM
PARAMETER o PARAMETER | MODULE SIMULATION
TABLE INPUT INPUT MODIFICATION
T r—rj— T REPORT
DEFACLT
DEFAULT DEFAULT IGENERATION
PARAMETER TABLE FILE MODULES

Fig.7 Steps of simulation.

table that has been obtained from real speech
conversations is provided. In the second step,
new parameters which are not equal to the values
provided for the default network parameters are
accepted. Parameter lists that can be changed
by the user are tabulated in Table II. The soft-
ware for the first and second steps has been
implemented in PL/I language for the interac-

tability. In the third step, protocol modules are

Table 2 List of input parameters

Symbol Function

XH1 Number of nodes

XH3 Unit buffer size in byte

XH4 Data packet length

XH13 Voice packet service priority

XH 14 Voice packet length

XH17 Flow control window size

XH20 Total number of node buffer avaliable

X17 Encoding rate of speech

MESS1 Mean length of terminal message

MESS2 Mean length of respose messages from
host

MLINE Connectivity matrix for nodes

MX 1-MX 10 | Line type and capacity

TRI.RO Routing table

FN1-FN10 | Traffic matrix for data

CYCLE One instruction cycle time of a node
processor

HOSTD Response delay for hosts

BERR Bit error rate for lines

SIMTM Total simulation time

COST Cost table

RSEED Initial seeds for 8-random number

generators
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updated from the user-defined modules and de-
fault protocol modules. Most of the user-defined
modules have been programmded in GPSS V,
but part of them have been programmed in PL/I.
In the fourth step, the main program is executed.
It runs for the time specified by the user. Finally,
in the fifth step we obtain the simulation results.

D. Event Scanning

In a large simulation program, the sequencing
of simultaneous events should be carefully con-
sidered. The simultaneous events make it dif-
ficult to interprete the real actions of a simulation
model. For this reason, we have used a priority
scheme to control the ordering of simultaneous
events. For example, higher priority is given to
voice packets in seizing the transmission channel
than data packets. And for CPU, the buffer inter-
rupt processing to allocate or free buffers has
higher priority than the packet level processing
or the acknowledgement processing.

Another aspect of consideration in handling
the events is conditional events. The conditional
events are a set of pending events for which
further execution is blocked, because a certain
condition has not been met. Hence, there is a
chain effect, such that the execution of a certain
event activates one or more events which in turn
activate other conditional events at the same
clock [6]. Therefore, the scaning of the condi-
tional event list may be performed many times
in the same clock time. However, this would
increase computer run time considerably, especial-
ly with the GPSS simulation language [22]. Also,
there may be the case that many events simul-
taneously try to seize one facility in vain. It is only
time consuming to check the status of a facility
when the facility has already been seized or
preempted by other event. To alleviate these
problems, we use a method in which once a
frequently used facility is seized, every transac-
tion pending to get the facility is placed in a user
chain, but not to in active event list. When the

facility becomes free, the next event that has
been placed in a user chain seizes it according to
a priority scheme or the first-come first-serving
rule for equal priority. This method that has
been implemented using the GPSS V LINK block
reduces significantly the number of scans of the
conditional event list in the simulator model. When
the method is adopted, the simulation results
have been proved to be almost equal to the one
obtained from the conventional simulation model

~~~~~~ WITHOUT USER CHAIN!

~—WITH USER CHAN o

10 p-

CPU TIME USED m)

SIMULATION TIME (s)

Fig.8 Comparison of CPU time for two event scan meth-
ods when traffic is light (0 =0.2).

250 ;4

I WITHOUT USER CHAIN

/ — WITH USER CHAIN

20+

CPU TIME USED im:

‘TRAFFIC INTENSITY (p)

Fig.9 Comparison of CPU time vs. traffic intensity for

the two event scan methods. (simulation time =3s).
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without the user chain. With the method, the
computer run time has been reduced by one fifth
that normally required for the IBM/370 system
when the traffic is heavy. The results are shown
in Figs. 8 and 9. For a light traffic (i.e., traffic
intensity (p)=0.2), the total CPU time used by the
simulator was slightly reduced when the condi-
tional events were reduced (see Fig. 8). For a
heavy traffic, however, there was a large reduc-
tion in the total CPU time used (see Fig. 9). It
is seen in the figure that, as the traffic intensity
becomes higher (i.e., as the number of events
becomes larger), the use of a user chain improves
the speed of the simulator considerably.

E. Validation of the Simulator

To determine the validity of the simulator
developed®, we compare the performance results
of a simple voice/data multiplexer obtained by
the simulator and by analysis. As an analytical
model for the integrated voice/data multiplexing
system, a simple nonpreemptive priority queue
has been used. The system model is depicted in

Fig. 10. The time delay analysis of the non-

PACKET VOICE TERMINALS

: 16 kbitsA ':
- — ———1][[]—-—@
il VOICE /DATA Eill

D182 kbits MULTIPLEXER :

HOSTS

Fig. 10 Integrated voice / data multiplexing system.

preemptive priority queue can be done with the
Here, the
packet arrival pattern for voice has been assumed
to be Poisson. We have used the following analy-

use of an imbedded Markov chain.

tical formula for average waiting time of voice

3Nevertheless, this validation is by no means exhaustive.
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and data obtained by Schwartz [23]:

Pol 1)+ (pa/ #a)

E(w,) -

and

(Po/ #0) + (Paf 1a)
( 1 "“pv> ( 1 —pv_pd)

E(Wd) =

where E(w), p, 1/u are average wait time, traffic
intensity and average service time, respectively;

and the subscripts v’ and ‘d’ indicate voice and

data, respectively. The total end-to-end delay
can be obtained by summing waiting time, service
time, processing delay and packetization delay
for voice. We assumed that the processing delay
for voice and data packets were 5 and 15 ms,
respectively. The packet sizes for voice and data
were assumed to be 512 and 1024 bits, and the
transmission speed for voice and data were 16
and 19.2 kbits/s, respectively. In addition, 10 ms
was counted for modem delay.

In Fig. 11 th]e results for various traffic
intensity obtained from analytical and simulation

400
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o
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I
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=
'
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TRAFFIC INTENSITY
Fig. 11  End-to-end delay vs. traffic intensity.
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The simulation time for
the model was 60 s. The results obtained by
analysis and simulation agree closely, especially
when the number of voice calls are increased
under the equal offered traffic load, thus validat-
ing partially the simulator developed.

models are compared.

IV. RESULTS OF NETWORK SIMULATION

The simulator developed has been used to
test the pérformance of an integrated voice/data
packet network. The network model is shown
in Fig. 12. Throughout the simulation, the num-
bers of nodes and links were fixed to 7 and 12,
respectively. In addition, the following parameter

Fig. 12 Network configuration used in simulation.

values were used:

Nv (Number of voice circuits) = 12,

(Number of data circuits) = 100,

C (Link capacity) = 64 kbits/s,

B., (Voice coding rate) = 16 kbits/s,

By (Bit rate of data terminals) = 2400 bits/s,
Ly (Packet header length) = 100 bits.

In the performance evaluation of a communi-
cation network, packet delay is one of the most
important factors that must be considered. It
is mainly affected by the offered traffic load,
processing power of the node processor and other
system parameters. Fig. 13 shows the effect of
processing power of the NNP on the packet delay
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and the throughput under the fixed traffic condi-
tion. In the figure, with the decrease of the pro-
cessing power, the rate of increase for data packet
delay is larger than that of a voice packet. This
is because higher priority has been given to the
voice packets in seizing the CPU for packet proces-
sing. In addition, Fig. 14 shows the effect of the
offered traffic load (p=0.34, 0.52) on the data
packet delay. In this figure, one can see that the
spread of the packet delay distribution becomes
wider with the increasing traffic.

As mentioned previously, since packet voice
communication requires a -stringent restriction
in packet delay, priority is generally given to voice
packets. We compared the following two cases.
The first case is that higher priority is given
to voice packets, and the second case is that
prority is the same for data and voice packets.
The result is shown in Fig. 15. When the priority
is given to voice packets, the packet delay for
voice can be maintained nearly constant at the
cost of some increase of data packet delay. When
the traffic load is small, the results of the two

- RANDOM SERVICE
—PRIORITY SERVICE
ITY SERVICE DATA
300 PACKETS
"
E
-
<
-
€3]
a8
=
% 200
Q
b
a
VOICE
PACKETS
100f
) -
N A , .
o " o6 0.7 0.8 0.9

TRAFFIC INTENSITY

Fig. 15 Packetdelay vs. traffic intensity for voice and data
packets.
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cases appear to be almost the same. In the simu-
lation, the processing time for voice packets was
assumed to be one third of that for data packets.

Another factor that affects the packet delay
is the size of a flow control window. In our simu-
lator, an entry-to-exit layer flow control has
been implemented so that no more than k (k
is the size of a flow control window) packets
can be transmitted without an acknowledgement
from the exit node to the entry node for each
data circuit [24]. Thus, the total traffic in the
network is maintained not to exceed a certain
level. The data packet delay in the uncontrolled
(i.e., without flow control) system is much larger
than that in the controlled system. Also, it has
been found that voice packet delay appears to
be little affected by having flow control of data
signal. But, the portion of voice packets that
are delayed more than 300 ms increases, when the
flow control for data signal is not done. This
result indicates that the flow control for data
packets is slightly helpful for voice packets as well.
Tig. 16 shows the power (throughput/delay) for
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Fig. 16 Power vs. window size.
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various window sizes. It is seen in the figure that,
when the window size is 3, the power becomes
maximum. In this case the mean hops for packets
were 1.8, According to the result of the GMDNET
simulation experiments, it is known that the
optimal window size which depends on packet
length and other system parameters is given by
the mean hops of packets plus 1 [24]. In the
simulated system, however, because of the exis-
tence of voice packets, the optimal size of window
is slightly smaller than the value obtained by
the GMD simulation. In Table III, we summarize
the simulation results of throughput, delay and
power for various sizes of the window.

Table 3 Throughput, delay and power for
various window sizes

Window Throughput | Data packet | Voice packet Power
size (kbits /s) Delay (ms) | Delay (ms) | (kbits/s?)
1 320 162.5 78.3 1969
2 360 178.9 80.5 2012
3 387 227.0 83.9 1704
4 394 251.0 87.1 1570
5 422 281.3 92.2 1500

Another parameter that affects the network
performance is the packet size. In general, the
smaller the packet size, the smaller the delay.
Also, the throughput becomes smaller due to the
packet overhead. Hence, in determining the
packet size, various parameter values including
the average message length and the desired thro-
ughput and delay should be considered. Fig. 17
shows the performance of a 7-node network for
different packet sizes.

The voice packet delay is commonly expres-
sed as the sum of packetization delay and link
delay due to the packet overhead [25]. Hence,
the voice packet size should be selected such
that the sum of the two delay elements is mini-
mized. Fig. 18 shows the end-to-end delay of
voice packets for different sizes of a voice packet.
In getting the result, the bit rate of voice signal

was assumed to be 16 kbits/s, and the traffic

500f 1400
% 4004 - ~
£ -
»
> 2
3 -
E 300+ 4300 =z
5
A B
o jaof
2 200 - g
& e
o}
=
& : THROUGHPUT 0
loo- O : DATA PACKET DELAY
0 L I o i
) 1000 2000 3000 4000

PACKET SIZE (bits)

Fig. 17 Throughput and delay for different data packet sizes.
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Fig. 18 End-to-end delay vs. voice packet size (p =0.7)

intensity was 0.7. In this case, the optimal size
of a voice packet appears to be about 500 bits.

V. CONCLUSIONS

We have examined various aspects of develop-
ing a simulator for an integrated voice/data packet
communications network. The simulator develop-
ed has modeled packet voice protocols and voice
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traffic generation as well as data transmission
protocols. Thus, it can simulate a network that
includes packet voice terminals as well as data
terminals and hosts.

In our simulator, we have chosen the process
interaction approach because, by using the me-
thod, we could implement the simulator that is
The

method chosen requires fairly long execution time,

related most closely with real systems.
however. To reduce the computer run time, we
have used the method of reducing the condi-
tional events on the basis of GPSS V LINK block.
The resulting run time could be reduced by a
factor of one fifth for the case of heavy traffic.
The simulator has been implemented mostly in
GPSS V simulation language and partly in PL/I,
resulting in a software package of about 4,000
lines.

The voice signal used in this simulator was
generated in the form of on-off patterns using the
two cumulative functions which have been obtain-
ed from the on-off statistics of real conversation
that is 50 min long. By using the simulator on
the IBM/370, the performance of a network with
7 nodes and 12 links has been studied for various
circumstances and parameter values,

For validation of the simulator implemented,

we constructed a simulation model for a voice/
data multiplexer and compared "the simulation
resulis with those obtained from .the -analytical
model.
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