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ABSTRACT  In this paper, optical inplementation of the Hopfield neural network model for two-dimensional asso-
ciative memory is described For the real-time processing of two-dimensional images, th e commercial LCTVs are used
as a memory mask and an input spatial light modulator, A 4-D memory matrix is realized with a 2-D mask of a
matrix arrangement and the inner-products between arbitrary input pattern and memory matrix are carried out by
using the multifocus hololens. The output image is then electronically thresholded and fed back to the input of the
associative memory system by 2-D CCD camera, From the good experimental results for the high error correction
capability, the proposed system can be applied to practical pattern recognition and machine vision systems

I. Introduction

KB BT IRH . . .
Kwangwoon Univ., Dept. of Electronic Eng. It is well known that neural network in brain

ALEIR : 9067 (5 1990. 6. 1) system process information in parallel with the
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aid of large number of simple interconnected
processing elements, the neurons. Moreover,
the collective properties of this system include
some capacity for content addressable memory,
pattern recognition, error correction, optimization
and categorization, etc, ®

Recently, it has received considerably incr-
eased attention because of Hopfield’s detailed
exposition of its simple model as associative
memory.® And the model has been impleme-
nted mostly in the form of optical systems
based on the optical vecter-matrix multiplier
to process one-dimensional(1-D) binary vectors.
® The main stimuls for such implementation
has come from the huge parallelism and global
interconnections feasible in optical systems.”

However, for the massive parallelism of
optics to be utilized fully and for the applic-
ation in fields such as machine vision and
pattern recognition, the real-time two-dimen-
sional{2-D) oiptical associative memory may
be of practical interest.”

Recently, Jang et al.® reported the realization
of Hopfield model by using an unfocused
holograpic interconnection to process 2-D binary
images, and Lin et al® reported optical imp-
lementation of the Hopfield model for a 2-D
associative memory based on incoherent mul-
tiple imaging and correlation.

But, those systems can not be applicable
to real-time applications because they used
the fixed film mask for memory matrix and
the LED array for input display.

Another important feature of a neural net-
work is its capability to learn by changing
interconnection weights between neurons.
Therefore, to provide the network with learning
capability, a programmable spatial light mod-
ulator (SLM) is needed as a real-time weig-
hting mask. Fisher et al® used MSLM (
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Microchannel SLM) to perform optical assoc-
iative memory of vectors with six elements
using the LMS (least-mean-square) learning
algorithm and Jang et al® proposed a progr-
ammable high-order optical interconnections
between 2-D array of neurons by using holo-
graphic lenslet array and LCTV SLM. Rece-
ntly, T.Lu et al®® reported a 2-D hybrid
optical neural network using a high resolution
vedio monitor as a programmable associative
memory and optical interconnection systéms
using photorefractive dynamic holograms™ "
are also proposed.

In this paper, we propose a new real-time
optical implementation of the Hopfield model
for 2-D associative memory by using the
multifocus hololens and liquid-crystal television
(LCTV) spatial light modulators,

II. 2-D Associative Memory System

A digital optical associative memory is a
method of optically implementing the associa-
tive memory algorithms developed for electronic
digital computers. An example of such an
algorithm, with a relatively straightforward
structure, is the Hopfield neural network model.

The Hopfield model can be considered as
a content-addressable memory of auto-assoc-
1ative memory in which the inputs and outputs
are same vectors. The 1-D Hopfield model can
be summarized as follows. Let V\™be binary
vector that is N bits long. M such vectors are
stored in a synaptic matrix Ty in accordance
to the outer-product recipe

Ty= [i‘ (2Vy™—1) (2V,™~1) for i=]
0 for i=j (1)
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where ij=12,-- , N. and V™ is referred to
as the nominal state vector of the memory.

If the memory is addressed by multiplying
the matrix Ty with one of the state vectors,
say V' then the output is defined as a
vector Vi where '

V’(out>= I:]. for ZT” den)go
J

0 for Z TuV¥™0 (2)
3

The dynamics of the model are such that
this thresholded output, V{°U? is then reentered
into the system as an input vector. In this
manner, information is iterated around the
system and ultimately converges to a stable
state,

This occurs when vector is unalterd by the
operation of Eq.(2), and this condition is sat-
isfied only if that vector has previously been
stored in the memory, Therefore, an input
vector is associated with one particular memory
vector, which becomes the output.

Generally the number of M of state vectors
of length N that can be stored at any time
in the mnterconnection matrix Ty is limited to
a fraction of N. An estimate of M = (.15N
is indicated in simulations involving a hundred
neurons or less® and a theoretical estimate of
M = N /4 In N for the outer product memory
matrix and M £ N/ (2r In N) for the clip-
ping memory matrix have been obtained|®®

From Eq.(2) it can be seen that there are
three processes involved with the association
of the input with a memory, namely, multip-
lication of the input vector V" with the
memory matrix T, thresholding of the resultant
vector, and iteration of the information in the
system,

Now, we consider the possibility of 2-D
optical associative memory system. Compatib-
ility with two-dimensional data format may
be of practical interest in applications such as
machine vision, and the potential exists for
the optical implementation of networks cont-
aining larger numbers of neurons if they are
arranged in two-dimensions, The scheme is
a direct extension of the procedure for form-
ation and readout of memories in 1-D Hopfield
model,

Let V™ be M binary images(NXxXN) to
be stored, then these images can be stored
in a four-dimensional (4-D) memory interco-
nnection in accordance to the outer-product
recipe

m=

T,m=[%l (2Vy™=1) (2Vi™—1) for ij¥k,

0 for i,j=Kk,1
(3)

where i,jk,1=12---N, m=12--+ M,

Since we have only three spatial coordinates
to work with in an optical system, it is diff-
icult to implement such a fourth-rank system
directly. This problem has been approached
in several ways.”® QOne possibility is the use
of either wavelength multiplexing and / or time
domain processing systems."® However this
solution may add complexity to the system.

On the other hand, the Hopfield model can
be made applicable to 2-D images without any
extension. Architectures for optical implemen-
tation of 2-D networks must contend with the
task of realizing a fourth-rank memory matrix,
Here a scheme is presented that is based on
the partitioning of the 4-D matrix into an
array of 2-D NXN submatrices and this sch-
eme enables to store 4-D memory matrix in
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a flat 2-D SLM for use in optical implemen-
tation as shown in Fig. 1.%°

Information is retrieved from this memory
by forming the product of an input V" with
the 4-D matrix,

Vyjour= (:1 for 3 T V™20
kl
0 for %de V™ <0 (4)

This thresholded NxN matrix is then used
to replace Vi in Eq.(4) for subsequent ite-
rations, The procedure is repeated until the
resulting matrix converges to the stored entity
closest to the initiating matrix V',

2 Vi Ty 1=k, j=I

THRESHOLONG !: i
AND FEEDBACKJ™~ I A( [ PARTITIONED
N A o] MEMORY MaSK
/ "/ - 'V. iy —— Tu=Tua+ Traat T
E ;/.i . + Tt Toga+ Tz
Mol ) WIS - g b + Tawrt+ Taaa+ Taa
Fig. 1. Partitioning of the 4-D matrix into an array

of 2-D NXxN submatrices

Several architectures for optical implement-
ation of 2-D Hopfield model have been repo-
rted, ® @ but those systems could note be
applicable to the real-time applications because
the fixed memory mask and LED array input
were used.,

The most distinctive feature of a neural
retwork is learning capability and in many
respects it is this aspect that gives neural
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computation an advantage over alternative
conputational strategies. Recently, some optical
architectures with high programmability which
in principle can be made highly adaptive are
reported.®?

Therefore, in this paper, a new real-time
optical implementation of the Hopfield model
for 2-D associative memory is proposed, in
which the commercial LCTVs for real-time
memory mask & input spatial light modulator
and the multifocus hololens for easy multipl-
ication of input image by each of the partit-
ioned submatrices are used.

The proposed system diagram is shown in
Fig.2.

input LCTV Array

LCTV SLM

D n
He-Ne ]
Laser

Multifocus
Hololens

20-CCD
Camers
lMonitor
Feedback Loop

Fig. 2. The proposed system diagram

The operation in Fig.2 can be interpreted
as follows. The NXN input entity V4% in
Fig.2, is displayed on a LCTV SLM by using
the computer graphics. Then the LCTV display
of Vi is multiplied by the transmittance of
each partition submatrix displayed on the
LCTV real-time memory mask by multiple-
imaging the input display on each of these
with exact registration of pixels by means of
a multifocus hololens.

In this system, the multifocus hololens is
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used to exactly and simply perform the inne-
r-product between input image and memory
matrices."” Then, the input image multiplied
by a corresponding block of the memory mask
is focused on the NXN detector array. The
output of each photodetector is thresholded,
amplified and fed back to the system input
by using the 2-D CCD camera.

Since it is inconvenient to build an optical
system that contains both positive and negative
T connections, we following Jang et al, ©
add a constant to Ty, to obtain unipolar T
aa and compensate it with an input-dependent
thresholding operation as

Vyou=— 1 for %T*Ukl Vi ™ gzlvkl(m)
Ll k'
0 otherwise (5)

where T pa=Tua+1 for all i,jk| and Ty, is
assumed to be clipped.

Since T"y is unipolar(Q, 1, 2), it can be
optically implemented with intensity modulation
or area modulation of the memory mask. The
input-dependent thresholding level can be also
optically obtained by addition of one thresho-
lding matrix to memory mask, Therefore, only
NxN+41 detectors and NXN+41 connection
patterns are needed for an NXN-neuron sys-
tem'us)

[I. Experiments

1. Multifocus Holographic Lens

The optical system for making a multifocus
hololgraphic lens (hololens) is shown in Fig.
3.116)

In this system, a specific grating 2-D contact
screen S placed at one focal length f, in front
of the Fourier transform lens L, is illuminated

by a collimated laser beam, At the back focal
plane P, of L, the Fourier transform of the
screen pattern is obtained. As a result of the
specific design of the screen an array of spe-
ctra foci of nearly the same intensity appears
at P, A certain pattern of the spectra acco-
rding to our choice can be selected by spatial
filtering. The chosen pattern can then be
reimaged at plane P, through lens L,

N H
prg S - XY
p— I~ " . =Y H
- Y 7S - -.-Tf.);. H
= et
\J R it

—_ 4y ———1, R T £ ~bo o |
— 4y~

Fig. 3. Optical system diagram for making a multifocus
hololens,

For example, in Fig.3, a spatial filter with
a square aperture 1s used for the selection of
9(a 3%x3 array) spectra foci at P,. If we sim-
ultaneously introduce a collimated reference
beam R and expose a film at plane P, a 9-
focus holoens with a common aperture of
diameter Dy can be obtained, The number of
foci and their positions can be varied within
certain limts by varying the spatial filtering
process.

In this paper, we made a 3X3 multifocus
hlolens in holographic film (Agfa 10E75) by
using a new methjod of bleaching for high
diffreaction efficiency.™® The hololens has 2.
3cm of diameter and about 13.03% of diffra-
ction efficiency.

In Fig.4, we have shown the multiple-image
reconstruction using the 9-focus hololens with
a LCTV input of character “9” and each light
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intensity of 3X3 image array which is meas-
ured by optical power meter (NRC Model 8
15).

(a)
145 1.07 1.43
1.10 0.96 1.07
1.44 1.08 1,42
(b)
Fig. 4. (a) 3x3 image reconstruction using 9-focus

hololens
(b) Measured each light intensity of 3X3 image
array (unit:102W)

From Fig4(b), it can be seen that each 3
X 3 image has a little bit of different intensity.
But, we can compensate for the nonumiformity
of each intensity of 3X3 image array just by
adjusting the variable resistors of electronic
cirucits containing CdS photodetector array in
Fig.2.
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2. System description

We have built a 3X3 neuron system emp-
loying a LCTV input spatial light modulator,
3% 3 multifocus hololens, LCTV memory mask
and a photodetector array as shown in Fig,
2. In this system, we use two commercial
LCTVs as a 2-D input SLM and a realtime
memory mask. Thus, we can simply change
the representation of memory mask and input
image display through the computer graphics
connected to the LCTVs. Accordingly, this
proposed system is more feasible in real-time
processing of 2-D associative memory than
any other systems,

Our experiments have been performed with
a black-and-white LCTV (Model CASIO TV -
200) with a 54 cm by 4.4 cm screen. The
resolution is typically 146 horizontal elements
by 120 vertical elements that are each 370xm
by 370u#m square. The dimension of 3% 3 input
image 1s 85 mm by 85mm composed of 23
by 23 pixels of LCTV SLM.

Because the built-in polarizers of commercial
LCTYV is not optically flat and poor in quality,
there is a phase distortion and reduction of
contrast, Therefore for our application, comm-
ercial LCTV has been modified by replacing
the two polarizers attached to the LCTV with
a high quality external polarizer and polarized
input He-Ne laser beam (NEC Model GL G5
350, 10mW),

The connectivity weights in this system were
stored in a realtime LLCTV memory mask
which was formed with the help of computer
graphics connected to the LCTV in the foll-
owing manner: starting from a set of unipolar
binary matrix Vy; to be stored in the net, the
required 4-D connectivity tensor was obtained
by computing the sum of the outer-products
of the bipolar binary versions, the resulting
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connectivity was partitioned and stored at their
appropriate locations in a LCTV memory mask
placed in the image plane of the multifocus
hololens by computer graphics.

A CdS photodetector array (Model 2 PK-
62L, diameter: 6.5mm) is used to detect inn-
er-product between input matix and each of
the submatrixes of the partitioned memory
mask, A 2-D LED array is used to initialize
input matix and display the outputs after
electronic thresholding operation. Thresholded
outputs are feedback to the input LCTV SLM
by using 2-D CCD camera, In this way, next
iteration is excuted successively in real-time,

3. Experimental results

In our experiment, two binary images which
represent the letters “T", “L” are stored in
the 3X 3 neuron system,

1 11 0 00
T= [O 1 0} L= l:l 0 O:I
01 0 111

The 4-D memory matrix Ty, which is a
biased version of Ty, can be calculated from
two binary images, where ijk1=1,223, and
partitioned into a 2-D array of 2-D submatr-
ices: T, Troa s, Tz, T'ma. These nine
3X3 interconnection patterns with a thresho-
Iding mask are shown in Fig5, Each 3Xx3
interconnection pattern is displayed onto the
LCTYV real-time memory mask using computer
graphics. Each biased binary levels of 0,1,2
can be represented by gray levels of 0, 127,
255 respectively by computer graphic progra-
mming and optically implemented by using
the ligth transmittance modulation of LCTV
spatial light modulator based on computer gray

levels ®

el ]
-
eo [l

Fig. 5. Nine 2-D memory matrices and one thresholding
mask,

We set LED arraty to display initial input
matrix and the input is fed back to a LCTV
input SLM.

Mulifocus hololens is used to spatial multiplex
and project the input display onto each of the
submatrixes of the partitioned memory mask,
The product of the input matrix with each
of the weights stored in each submatrix is
formed with the help of a spatially integrating
square photodetector of suitable size positioned
behind the imaging lens L, followed by each
submatrix. Input-dependent thresholding level
can be obtained from the zeroth-order diffra-
cted beam multiplied with a thresholding mask,
)

The results of the inner-product is focus
on each CdS array by large imaging lens L,
(focal length: 9cm, diameter: 10.2cm) as
shown in Fig.2.

The output of each CdS array is thresholded,
amplified and displayed on LED array. The
results displayed on LED array is fed back
to 'the input LCTV by using the 2-D CCD
camera (SONY Model XC—38). In this way,
next iteration is excuted successively in real-
-time, Experimental results of the associated
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(¢)
Fig. 6. Experimental results:
(a) crroneous input “L” and "T" displayed on
input LCTV SLM
(b) associated output of “L” and“T" in front
of CdS photodetedctor array before thres
holding
(¢) associated output of “L™ and “7T” fed back

to input LCTV SLM after thresholding,

outputs to the partial and erroneous input
images of letters “T", “L" are shown in Fig.
6.

We set LED array to display initial erroneous
input matrix and the input is fed back to input
LCTV as a system mput by using 2-D CCD
camera. Fig. 6(a) shows initial erroneous input
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matrix displayed on LCTV SLM. The input
matrix is multiplied to memory matrices by
multifocus hololens and ten of inner-products
are occurred. The inner-products are imaging
on CdS photodetector array. Fig.6(b) shows
ten of inner-products in front of CdS photo-
detector array before thresholding: nine of

www.dbpia.co.kr
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them are the inner-products between input
matrix and memory matrices and the other
is the inner-product between input matrix and
thresholding level. The inner-products between
input matrix and memory matrices are comp-
ared with inner-product between input matrix
and thresholding level and are electrically
thresholded. After thresholding, the associated
output image is fed back to input LCTV SLM.
Fig. 6(c) shows final associated output disp-
layed on input LCTV SLM. We can see the
mesh pattern of LCTV in Fig, 6. Because the
number of input bits is small, erroneous input
image is corrected after one iteration in our
experiment,

It is seen that although memory capacity
is decreased by clipping for easy optical imp-
le nentation, this system shows a error corre-
ction capability, Therefore, when an initial
input contains a few errors, this system finds
the stored image that has the shortest Ham-
ming distance from the output images.

From this experimental reuslts, it can be
seen that using commercial LCTV as a mem-
ory mask makes possible real-time processing
and the parallel inner-product betwwen input
image and memory matrices by multifocus
hololens is demonstrated.

IV. Conclusion

The optical implementation of associative
memory has recently received considerable
attention. In particular, for the massive para-
llelism of optics to be utilized fully and for
the application in fields such as machine vision
and pattern recognition, the real-time 2-D
optical associative memory may be of practical
interest,

Therefore, in this paper, a new real-time

optical implementation of the Hopfield model
for 2-D associative memory was proposed, in
which the commercial LCTVs for programm-
able memory mask and 2-D input spatial light
modulator were used.

From our experimental results, it is shown
that although memory capacity is decreased
by clipping the memory matrix for easy optical
implementation, this proposed system still shows
a error-correction capabiltiv and can be app-
licable to real-time processing of 2-D assoc-
iative memory.

We also discussed the advantages of this
sytstem and demonstrated its capability of
error-corrective association,
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