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An Algorithm for Construction of Distributed
Breadth-First Seaich Tree Using New
Threshold Values
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ABSTRACT In construction of breadth-frist tree, the communication complexity can be reduced by efficent syn-
chronization schemes based on several threshold values. We determine several new threshold values by considering the
graph density represented as logam, where n and m are the number of nodes and links, respectively. When these
threshold values are used in the synchroization method for constructing distributed breadth-first search tree, we can
obtain a more efficient algorithm in sparse graphs, and also, this alorithm has the same performance for communication

complexity in dense graphs
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I. Introduction uired to explore next level for connecting with

shortest path between parent nodes and child
Algorithms for finding distributed breadth nodes and this synchronization incurs much

-first search tree(DBFST) can be used as a
key component for determining topological

communication oyerheads for constructing
DBFST. Many works on algorithms for cons-

informations on graphs, such as diameters, tructing DBFST on graphs have concentrated

centers, and all pairs shortest paths on graphs.
For constructing DBFST in a synchronous

communication model, synchronization is req

improvement techniques {1, 3, 5).
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FiLBYE D 91-45(EF 1991 2. 6) three approaches : a-synchronization, 8-synch-
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on reducing the cost of synchronization (1,
3, 5. and several synchronization scheme based
on clustering have been suggested as an
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ronization and cluster-based synchronization
{(3>. In {4), an algorithm usning a -synchroniz
ation is proposed whose communication com
plexity is bounded by ©O(mn). In (6>, an
algorithm using A synchronization is proposed
whose communication complexity is bounded
by ©(n*). The cluster-based synchronization
1s more Improvement in the technique of
optimizing the cost of synchronization than
a-gynchronization and £ synchronization and
this synchronization method is a merged form
of a-synchronization and /-synchronization,
Also, this synchronization method is based on
several threshold values and these threshold
values affect on the cost of synchronization
as an important factor.

In the algorithm of (5), each cluster consistes

n o
of o levels and the a - synchronization is used

within each cluster and the £ synchronization
is used between clusters. This algorithm leads
to a communication complexity of &{n . m).

In thetalgorithm of <{[>, each cluster 1s
constrained sophisticatedly by several threshold
values represented as functions of the number
of nodes, This algorithm is similar to that of
{4> in that it is based on the /3 synchroniz
ation, synchronization only among successive
clusters of nodes. The difference is that the
number of levels processed in each cluster is
a function of the value of n.

Another difference is that the synchronization
among clusters are performed more efficiently
by considering the number of synchromzation
nodes and providing an efficient synchronization
mechanism for nodes with many incident links.
The synchronization mechanism of (1) is based
on several threshold values represented as
functions of the number of nodes in a graph.
The algorithm using these threshold values

requires the communication complexity of ©

(m-+n!*), where n and m are the number of
nodes and links, respectively <(1>.

In this paper, we propose and inprovement
algorithm which uses the same synchronization
scheme n (1), but uses new threshold values,
These new threshold values are represented
as functions of m and n, unlke to {1), since
the value of m affects on the message com
plexity as an important factor. These threshold
values are determined in a piecewise manner
according to the value of logam, called graph
density, and the algorithm using these threshold
values has more advantage than other existing
algorithms in the communication complexity,
and produces a more efficient solution in sparse

graphs.

II. Representation of the communic-
ation complexity for constructing
DBFST

Awerbuch and Gallager had proposed an
algorithm <1> by using the threshold values
represented as functions of only n, where the
value of n can be found within O(m) mess
ages. Also, they suggested a synchronization
method hased on clustering by using these
threshold values, And, this synchronization
method is based on global broadcasts and local
broadcasts, where global broadcasts and local
broadcasts are used for synchronization among
th clusters and the nodes in each cluster,
respectively, Each synchronization by the global
broadcasts is referred to iteration. Trade-offs
exist between the overheads due to global
broadcasts and local broadcasts. And the
optimization in these trade-offs is important
for redcuing the communication complexity.

Several threshold values are used to control
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the trade offs. And the optimization for red

ucing the communication overheads 1s tailed

to set up the threshold values appropriately.

In (1% improtant factors influencing the tra

de-offs can be described as follows :

e the overheads for processing the nodes with
many incident hnks,

e the number of levels which each cluster can
explore.

e the overheads due to interferences which
can occur between other clusters when clu
ster extends its local breadth first search
tree,

The several threshold values which control
the above mentioned factors can be summariz
ed as foolows in {1
e x=the threshold used to freeze the nodes

which has mcident deges more than n*(x
15 0.4 i <12).

e y=the threshold used to hmit the number
of synchronization nodes periteration and to
control the overheads due to mterferences
between each cluster(y 18 0.2 in 1),

o z=the threshold used to limit the number
of levels which c¢na be extended nominally
per iteration(z i1s (0.2 m <1>).

o {( - )z=the threshold used to represent the
number of levels to be extended when the
number of local trees which can be explored
furthermore is less than n after exploring
the attempted depth n*(f( - ) 15 0.4 In <1
2.

An increase of the above mentioned thres
hold values makes the overheads due to the
local synchronization much larger and optimiz
ation is needed by setting these threshold
values appropriately. The communication com
plexity 1s expressed as summation of the
overheads due to global synchromzation and

local synchronization, both of which are exp
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ressed by the threshold values in <1>. In this

section, we describe the communication over

heads due to global synchronization and local
synchronization by using the threshold values,

Firstly, we describe the communication
overheads due to global synchronization, Global
synchronization 1s performed whenever one of
the three following conditions occurs :

o After the number of levels explored at an
iteration reaches the atempted depth n?% the
number of local trees which can be explored
furthermore 1s counted. Then, if the number
of these local trees is greater than n¥, a new
iteration 1s performed. Otherwise, after the
local trees are explored 1o n''" " levels fur-
thermore, a new iteration is performed(the
number of iterations due to this case is
denoted by ce.).

e The tree is frozen at some smaller depth
by sewzing a node of degree greater than
n*(the number of 1terations due to this case
15 denoted bycg.).

Here, Cg., 1s bounded by ©(n/ min{(n' *
n¥'#)) since one iteration explores C{min{n’
), n¥'?)) nodes at least, and cg., 15 bounded
by (:{n/n¥),

Therefore, the communication complexity
(denoted by ¢g) due to the global broadcast
can be expressed as follows,

e The communication complexity due to global

broadcasts

cg=n-¥%the number of iterations

Cg:n* (Cg.1+Cg.2)

The communication complexity(denoted by
¢} due to local broadcasts can be represented

as a summation of the following items :
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e The overheads due to the interferences
between each cluster(denoted by local syn-
chronization nodes(denoted by c/1),

¢ The overheads due to the message for initial
local broadcast from the local synchronization
nodes(denoted by Ci2 ).

e The overheads due to freezing the nodes
with incident links more than n*(denoted
by cia)

Here, the overhead cii con be divided into
two case : one case is when the local synchr-
-onization node(denoted by y”) is greater than
n¥, and the other case is when y* is less than
n” In the first case, the number of level change
operations becomes min(y*, n?) (=< n?). In
the latter case, the number of level change
operation becomes min(y*, n' *) (=n").
Therefore, c.i=n%?Xn* x n+n¥xXn*xn. The
complexity of c¢: can be anothre form by
considering the total number of edges. One
level change of one node makes the node send
messages equal to the number of incident
deges to the node, and, when every node
executes this operation O(m) messages are
generate, The number of level change operation
of each node is bounded by ©(man(n? n")).
Therefore, the complexity of ¢ can be repr-
esented by cu=n*Xm-+nYxm. The overhead
¢t for initial local broadcast from the local
synchronization nodes, is bounded by ©(m),
since each node is captured from one among
the local synchronization nodes. And after
comparing te level of nodes to that node, the
overheads for sending to neighbor nodes the
messages with the updated level value, are
included in '¥. The overhead ' is bounded
by ©O(m), since each node of degree more
than n* sends at most one message on each
incide~* links as a result of freezing it.

e The communication complexity due to local

broadcasts
c=ci1 +iz2 +Cr3
a=0(n**m)+ O )m*¥m)+ O (m) (2-1)
a=0(n*m)+ O (n”m)+ O (m) (2-2)

li. Determination of new threshold
values

We assume that the initiation node of the
algorithm knows about the values of m and
n by a traversal of a given graph, and dete-
rmines the threshold values, and broadcasts
the determined threshold values to other nodes
by another graph traversal, Therefore, we
assume that each node in a given graph knows
every threshold value within ©O(m) messages
before a algortithms for constructing DBFST
are executed. The communication complexity
is very much dependent on the value of m,
and the value of m is reflected on the dete-
rmination of new threshold values. We derive
new threshold values rpresented as functions
of m and n, 1e, log,m, called the graph den-
sity.

The new scheme to be described is identical
to that of (1) in that it is based on the same
synchronization method. The difference is that
all threshold values are functions of the graph
density, We define parameter ¢.

k, if 1<k=12
¢=|161if 125k=<16
k, if 1L6sk=2

where k 15 loganm(1=k=2).

Now the threshold values are represented
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as functions of ¢ below.
o threshold x
X=2—¢ (3)

e threshold y
y=1~¢ /2 (1)

o threshold z

z=1~¢ /2 (5)
» tunction f( - )

fC-)=x/z (6)

Nove we classify the following cases for the
value of k and analyze the message complexity

in each case.

eCase i) when 1=k=1.2

With substitution of ¢ =k into Eq. (3),
(4), (5) and (&), the threshold values of x,
y, z and f( - ) become 2—k, 1—-k/2, 1 —k/
2 and 2, respectively . By substituting these
threshold values into Eq. (1) and (2 2}, we
obtain the communication complexities due to
global broadcasts and local broadcasts become
n* and nm¥? respectively. Therfore, the com
municaton complexity is O(n»/’/m ) since nmk
22nk in this case.

e Case ii ) when 1.2=k=16

With substitution of ¢ =1.6into Eq. (3),
(4), (5) and (6), the threshold values of x,
y, z and f( - ) become 0.4, 0.2, 0.2, and 2,
respectively. In ‘this case, the derived threshold
values are 1dentical to those of (1. T Herefore,
the communication complexity can be repres
ented as O (m4n'"). The communication
complexity is O (m) since m=n'* in this case.
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e Case iii) when 1.6=k=2

With substitution of ¢ =k into Eq. (3)/(
4). (5) and (), the threshold values of x,
vy, z and () become 2k, 1'k/2, 1'k/2
and 2. respectively. By substituting these
threshold values into Eq. (1) and (2 1), we
obtain the communication complexities due to
global broadcasts and local broadcasts become
n and n'"* respectively. In this case, since n*
2n''"* therefore, the communication complexity
can be represented as

O ) (=0(m))

By summerizing cases i ), ii) and iii), the
total communication complexity can be repre
sented as min(n,/ m, m+n'") by using the
new threshold values in terms of the graph
density. When graph density 1s less than 1.
2, the communication complexity is O(n ‘m)
(=0 (n'"), And, when graph density 1s bet-
ween 1.2 and 1.6 the communication complexity
Is O(nw). And, when the graph density is
greater than 1.6, the communication complexity

s <{m).

Weoretical background to define parameter

4]

The communication complexities of the
algorithms of (5> and {1) are given by nvm
and m-+n'" respectively. Thus, these comm

unication complexities are identical when graph
density 1s 1.2. And when 1.0=graph density
k=12, the algorithm of {5) is superior to that
of ¢1>. And otherwise, the algorithm of (1)

is superlor to that of (5).
n, m=m-+n"

When graph density k is less than 1.2, the
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term of misis dominant to the term of m.

Thus,

n/mn'"
n'k zg_n‘m
k=1.2

The proposed algorithm is a unified algorithm
that combines the algotrihm of <1 and the
algorithm of <5 by using graph density K.
While the poposed algorithm behaves like the
algorithm of (5> when 1.0=k=12 And, it
behaves like the algorithm of 1. when 1.2
<k=20. This is the reason for defining the
threshold values differently at k=12 Thus
when graph densitv k=12, the proposed alg
ortthm 1s same to the algorthm 5 m terms
of communication complexity, And otherwise,
the proposed algorithm 1s same to the algonthm
of 1.
superior to the algorithms of

As results, the proposed algorithm
‘1 and 5 by
taking advantages of two algonthms of -1
and <G5> by using the graph density as thre

shold values.

IV. Concluding Remarks

Algorithms for finding DBFST can be used
as a key component for determintng topological
on graphs, and the Awerbuch's algorithm s
the most efficient one. In construction of
DBEST, we use new threshold values on the
Awerbuch’s algorithm can be optimized to
reduce to the communication complexity
(n.”’m ) in sparse graphs whose graph density
1s less than 1.2, In the construction of DBEFST
using the new threshold values, the commun
ication complexity becomes O (min{n,” m, m+

n')).
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* Appendix

Simulation resuits

A simulation is carried out to compare the
communication complexities of the existing
algorithms| 1] 31 and our proposed algorithm.
The simulation 1s performed on SUN 3 /50
system running under UNIX operating system,
Test graphs with 50 nodes are used to measure
the communication compleixty required to
complete each algorithm and edges of the test
graphs are connected randomly in each given
graph density by using the system call, srand
( ) (provided by UNIX system calls). In order
to consider the non- detrminstic property of
communication in distributed environments,
a random comunication speed is assiged to each
link by using srand( ).

Three algorithms are excuted to obtain their
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www.dbpia.co.kr



S B e AR el 910 Vol. 16 No. 5

communication complexitis on the test graph
with a given graph density(between 1.0 and
2.0). Figure 1 shows the obtained results from
the simulation. The x-axis shows the number
of message to complete each algorithm and
the y-axis represents the graph-density of a
given test graph. The complexity of our pro
posed algoritrm approaches to the algorithm
of| 37 when graph density is less than 1.2 and
comformed to the complexity of the algorithm
of[1] when graph density is greater than 1.
3. As a result, the proposed algortthm shows
a better performance than the existing algor
ithms[1][3]. The algorithm using the graph
density as threshold values, unifies the existing
algorithm[17[3] and takes advantages of the

existing algorithms selectively according to

graph density.
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Figure 1. Comparison of communication complexities.
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