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ABSTRACT

In this research, a multi-tree coder at 9.6Kbits /sec using a novel scheme for adaptation of the
short-term coefficients is developed. The overall delay of the tree coder is maintained at 2.5 msec
(16 samples at the 6.4KHz sampling frequency). This coder produces good quality speech over
ideal channels, and it is very robust to channel errors up to a bit error rate (BER) of 1073, This ro-
bustness is achieved by using a parallel adaptation scheme in combination with the use of a
smoothed version of the received excitation sequence for adaptation of the short-term prediction
coefficients, For the multi-tree coder, reconstructed output speech is evaluated using
signal-to-quantization noise ratios (SNR), segmental SNRs, and informal listening tests.
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L. introduction robust to errors is investigated. The requirement
for low delay is important in telephone networks
A tree coding scheme which is low delay and since delay can be accumulated as signals are
* KER A BB E B AR transmitted through certain transmission media
RERABEL BHEE TR and switches. According to the International
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mittee (CCITT) specifications, delay is required
to be less than 5 msec and less than 2 msec delay
is desirable [1]. Based on these specifications, an
encoding delay of 2.5 msec (16 samples at the 6.
4KHz sampling frequency) is maintained through-
out this research, The delay requirement only
allows the speech coder to estimate the spectral
envelope of the signal in a backward adaptive
fashion.

Another challenge in the backward mode is
maintenance of robustness to channel errors at
low data rates. At a low data rate coder, one bit
error results in more serious coder performance
degradation than it does in a high bit rate coder,
Thus, numerous different adaptation structures
for short-term prediction and long-term prediction
have been investigated. We have found that in
order to achieve good adaptation, it is critical to
use the correct signal with parallel adaptation
structure suggested by Cuperman and Gersho
[2]. As the correct adaptation signal for
short-term prediction, the smoothed excitation
signal, which is obtained by filtering the exci-
tation signal through the all-zero (filter, is
proposed. With this adaptation scheme in the 9.
6Kbits /sec multi-tree coder, the coder produces
good quality speech and is quite robust to errors,

II. Multi-tree Coder

Fig. 1 shows the overall block diagram of a tree
coder, Tree coders search for the optimal path by
minimizing the distortion D. A path is a sequence
of branches which is specified by the path map
symbols. The released path map symbols are
transmitted to the receiver. The received path
map symbols are used in the code generator
which reconstructs the output signal.

At low bit rates (below 16Kbits/sec), the
mean squared error (MSE) is not a very
meaningul performance measure for speech
coding. The auditory masking effect in the hu-
man hearing system is thus included as the fol-
lowing weighting filter [3]
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-+ . e —t—
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Figure. 1 Elements of a tree coder
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where
A(Y-12) :1+§__’_“l I (2)

and A(Z) is the short-term predictor and 7 is the
degree of deemphasis of the error spectrum.
Based on computer simulation, ¥ = 0.86 was selec-
ted after informal listening tests,

As the searching algorithm, the (M,L) algor-
ithm which keeps only the M best paths at each
level of the code tree is implemented. In alow de-
lay 16Kbits /sec tree coder, lyengar and Kabal
report that the prediction gain increases as delay
(L) increases up to 8 samples and then saturates,
but they say that the value of L is not critical
[4]. They also report that the system perform-
ance (segmental SNR) rapidly improves for M up
to 8 but it saturates when M is about 16. In our
work, the (M,L) algorithm is used with M=8§
and L=16 samples to have moderate encoding
complexity and to meet the low delay require-
ment of our tree coders.

Gibson and Chang developed a multi-tree coder
which consists of different rate trees interleaved
with each other [5]. A multi-tree coder is known
to produce rich high frequency components in the
reconstructed speech signal. The multi-tree coder
in our research consists of a tree with a rate of 2
bits and a tree with a rate of 1bit, which are
interleaved with each other. The overall data
rate of this coder is 9.6kbits /sec at a 6,
4Kbits /sec sampling frequency.
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Figure. 2 An example of multi-tree code

In Fig. 2, an example of this multi-tree is
shown at depth 2. The output symbols on the
branches of the multi-tree are assigned as the
output levels of MMSE Gaussian quantizers. The
1 bit Gaussian quantizer has output levels of *0.
798 while the 2 bit Gaussian quantizer has output
levels of +0.453 and +1.510.

[I. Predictor Adaptation

1 Short-term Predictor Adaptation

In our research, the least squares (LS) method
for extracting the coefficients of the short-term
linear predictor is mainly concerned because of its
good performance, The residual-driven lattice
(RDL) recursive algorithm (which is the gradient
adaptive lattice (GAL) type) and the least
squares lattice (L.SL) recursive algorithm are
chosen in our research. These two algorithms are
listed here.

* The RDL Algorithm [6]
Time Update

At each time instant, set the forward prediction
error (FPE) fo(n) and the backward prediction
error (BPE) by(n)

foln) = bo(n) =uln). (3)

where u (n) is the quantized residual signal.

Order Update

For k=1,2,.....p, and a leakage factor A=0.
350

96875, compute

Seln) =fi-1(n)

~Te(n)be-1(n—1), (4)
be(n) =by-1(n—1)

~ ) fe-r(n), (5)
crln) = Aep(n—1)

+ 271 (n)Yo-1(n—1), (6)
di(n) = Adp(n—1)

+rEi () o (n—1), (7)
Munt1) =<l (8)

where c,(n) and d4:(n) are the prediction error
variances, and the reflection coefficient T is
expressed as the ratio between c;(#) and di(n).

e The LSL Algorithm [7]
Time Update

At each time instant, set

foln) =boln) =5 (n), (9)
&ln) =0 (10)
El(n) =E{(n)

=AF (n—1) +f5(n) (1

where 5 (n) is the reconstructed output. The
leakage factor A is chosen so that A= 0.99
Order Update

For k=1,2,...,p, compute

[(n) =alln—1)

fim1(m)byp—1(n—1)

Y 1z
r{(n) :—E:{—EZ;—, (13)
i zﬁ%' (14)
Bl = L) (15)
E(n) = E£<n—1>0;81;{(n>rk(n) , (16)
6 —aa =l (an
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fuln)  =fi-1(n)
~Fi(n)bi-1(n—1), (18)

be(n)  =be-1(n—1)
—T{(n)fi-1(n), (19)

where £k(n) is the gain parameter, and El.,(n)
and E;y,(n) are the variances of the FPE and the
BPE.

2. Long-term Predictor Adaptation

In addition to short-term correlation, there is
long-term correlation from pitch period to pitch
period in a speech signal..-The general form of a
three-tap long-term (pitch) predictor can be
represented in Z transform notation by

P(z)= ; ﬁiz~(.'tll+i)’ (20)

where M, is the pitch lag and (B-1,B80,81) is the
set of long-term coefficients. The pitch
coefficients of the backward prediction method
can be calculated in the block method using the
previous frame of data.

Another approach to backward long-term pre-
diction is the backward recursive method devel-
oped by Pettigrew and Cuperman [8]. In the
backward recursive method, the coefficients are
updated every sample so that the computational
complexity is evenly distributed. This backward
method, which consists of pitch period tracking
and coefficient adaptation, uses a least mean
squares (LMS) type algorithm

In hybrid backward adaptive pitch adaptation,
backward block adaptation and backward recur-
sive adaptation are combined. In our tree coders,
hybrid adaptation is always implemented. The
hybrid adaptation performs better than either the
block adaptation or the recursive adaptation
alone [8].

3. Gain Adaptation Aigorithm

The gain adaptation is given by the following
equation :

gln) =M(n—1)g*(n—1), (21

where g(») is the current step sizer {(or the gain
term in the vector case), M(n—1) is the step size
multiplier, which is a function of the index of the
quantizer output level, and 2 is a “forgetting” fac-
tor to combat channel errors. The value of the
multiplier controls the expansion and contraction
of the quantizer step size.

In our multi-tree coder, the robust Jayant

adaptive algorithm in (21) is used to adapt the
step size for the 2 bit quantizer. For the 1 bit
quantizer, the step adaptation algorithm of adapt-
ive delta modulation ( ADM) is used.

IV. Short-term Predictor Adaptation Scheme

The output signal adaptation scheme, in which
the output of each predictor is used as the adap-
tation input, produces the best error free per-
formance, but it is very sensitive to channel
errors because of long memory in the output sig-
nal. The complementary scheme to the output
signal case is the use of the error input signal,
which has short memory, as the adaptation input.
The error signal is actually the quantized and
received residual signal. Cuperman and Gersho
have used this architecture in low delay vector
excitation coding (LD-VXC) [2]. In LD-VXC, the
2 pole 6 zero short-term predictor (which is the
LMS type) and the pitch predictor are adapted in
parallel rather than in cascade Parallel adaptation
means that the error e(x#) drives both the pitch
predictor and the shortterm predictor. Addi-
tional work in this class is the RDL algorithm de-
veloped by Yatrou and Mermelstein [6]. Their re-
search was based on an ADPCM system with the
GAL type algorithm, The works in the LD-VXC
and the RDL -algorithm have significantly
improved noisy channel performance at the ex-
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pense of degradation in error free performance.
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Figure. 3 Smoothed error adaptation scheme

Figure 3 is the new scheme we have proposed
for predictor adaptation. The dashed line in the
figure indicate which signals are used as in puts
to the backward adaptation algorithm., The
short-term lattic predictor is now driven with the
smoothed error signal ¢ (#) which contains sig-
nificantly more signal informaition than the error
signal ¢(n). The sensitivity to channel errors in
the proposed scheme is reduced by using the er-
ror signal as the adaptation input, after the error
signal has been shaped by an all-zero filter. This
shaping provides the signal memory which is
necessary for the coefficients of the all-zero filter
are obtained as a truncated FIR approximaition to
the all-pole short-term synthesizer. If the

short-term predictor is

denoted as A(Z) =¥}, «Z* p=8 and the
all-zero filter is 1+C(Z) where C(Z) =Y} ap? *,
C(Z) is chosen to satisfy

1 ~ .
147 = 1+C(2). (22)

We then have

a=ay, (23)
k=1
ck:ak+gl Cittk—~j, 2$k<q. (24)

The smoothed error signal ¢ (#) used for adap-
tation is given by

F=eln) + % coei—h). (25)
352

In our tree coders, ('(Z) is usually chosen to be
the eighth order filter (¢y=38). Note that the pitch
predictor and the short-term predictor in the
proposed scheme are updated in parallel which 1s
very robust to transmission errors,

V. Multi-tree Coder Performance

Table 1: Ideal channel performance: LSL
[_sentence | adaptation | SNR(dB) [ SNRSEG(dB) |

output 16.90 1617
1 error 14.66 12.36
smoothed 16.66 15 58
output 17.29 15 94
2 error 14.42 12,68
smoothed 16.63 15.26
output 14.40 1311
3 error 11.69 10.22
smoothed 14.24 12.87
output 12.34 13.86
4 error 10.75 11.43
smoothed 12.27 13.33
output 13.97 14.56
5 error 12.95 11.94
smoothed 13.77 14.33

Table 1 shows the SNRs and the SNRSEGs for
the output adaptation, the error adaptation, and
the smoothed error adaptation signals in the LSL
algorithm. It is clear from the Table 1 that the
smoothed error adaptation scheme yields per-
formance virtually equivalent to that of the out-
put adaptation scheme for ideal channels. The
LSL with the smoothed error signal adaptation
improves (.8-2.5dB in SNR and 2.0-2.7dB in
SNRSEG over the LSL with the error signal ad-
aptation,

Table 2: 1deal channel performance: RDL
[U_sentence | adaptation | SNR(dB) | SNRSEG(dB) |

1 error 13.92 12.34
smoothed 15.56 15,24
2 error 13.74 12.34
smoothed 15.43 14.94
3 error 10.93 9.77
smoothed 12.56 12.06
4 error 10.27 10.80
smoothed 11.13 12.95
5 error 11.54 11.23
smoothed 12.89 14.07
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This improvement is also evident in the case of
the RDL predictor as shown in Table 2. Informal
tests substantiate the
objective results in Tables 1 and 2. The output
speech produced by the error signal adaptation
scheme

subjective listening

iIs very noisy while output speech
produced by the output signal adaptation scheme
and the smoothed error signal adaptation scheme
have high quality with low granular noise.
Comparing the two lattic predictors, the LSL

type is superior to the RDL type.

Table 3: Error performance: LSL, sentence 1

[Ttarget BER | adaptation | SNR(dB) | SNRSEG(dB)

output 16.90 16.17
0.0 error 14.66 12.86
smoothed 16.66 15.53
output B8.84 10.23
10-4 ecror 12.70 11.43
smoothed 13.87 13.42
output 1.59 3.10
10-3 error 9.38 8.08
smoothed 9.56 8.53
output -2.96 -2.04
10-2 error 4.37 3.42
smoothed 1.80 1.43

The simulation of error performance for each
test sentence was repeated 20 times with differ-
ent seeds in the generation of a random number,
The values of SNR and SNRSEG in Tables 3 and
4 are the average values of simulation results,

Table 4: Error performance: RDL, sentence 1

[Ttarget BER | adaptation | SNR(dB) | SNRASEG(dB) |
0.0 error 13.92 12.34
smoothed 15.56 15.24
10-7F error 11.54 1023
smoothed 12.10 12.48
10-7 error 8.80 7.36
smoothed 6.48 6.19
1074 error 4.00 2.90
smoothed 0.57 0.69

The performance of the LSL with the output
singal adaptation rapidly drops as the error rate
increases while the performance of the LSL with
the error signal adaptation very slowly drops ac-
cording to the error rates. The error performance
of the LSL with the smoothed error adaptation is
located between the two extrems, ie, the output

adaptation case and the error adaptation case,
However, the LSL predictor with the smoothed
erroradaptation almost performs as well as the
LSL with the e rror adaptation even at the error
rate of 1073, The performance of the RDL case in
the Table 4 has the similar trend as that of the
LSL.

VI. Conclusions

In the 9.6Kbits/sec multi-tree coder, the
over-all delay is maintained at 2.5 msec. Using
the smoothed error signal adaptation LSL algor-
ithm, the performance of the coder is improved
0-2.7dB in the SNRSEG term over that of this
coder using the error signal adaptation. This
coder produces quite good output speech quality.
Moreover, the multi-tree coder is robust to errors
p to 1073 bit error rate. Consequently, the
multi-tree coder using the smoothed error signal
adaptation is, we can say, an excellent tradeoff
between the error free performance and the error
performance,
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