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Abstract

Flood search algorithm is known to be an effective routing mechanism for tactical application,
since it provides high degree of survivability and robustness. But, it is known that it has signifi-
cant drawbacks with respect to the network efficiency [1]. We consider a tactical circuit-switched
grid network with a maximum of four links and two priority classes of voice traffic. Using the mini-
mum first-derivative length (MFDL) path, we improve the blocking probability performance of a

circuit-switched network without increasing the call set-up time and processor loading of the algor-
ithm.
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I. Introduction
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Circuit-Switched networks for military tactical
application exhibit properties inherently different

Agency for Defence Development from those of strategic or commericial systems,
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By its nature, the tactical network is highly mo-

assets remain fixed for long periods of time. The
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networks are frquently subject to stress
situations such as dynamic traffic, damage, and
jamming. In addition, tactical circuit-switched
networks must accommodate numerous levels of
precedence with a preemption capability for
high-priority subscribers. The highest priority
class of subscribers must be guaranteed no
blockage given the existence of a physical
path between them. For such a military net-
work, the survivahility and the robustness of the
flood search algorithm (also called saturation rou-
ting or flooding algorithm) is highly desirable.
To satisfy these military network requirements,
the flooding algorithm is used for many military
tactical communication networks [1]-[3]. This
technique has a great advantage of not having to
maintain any routing tables at the intermediate
nodes. Flooding algorithm is also known to be an
effective mechanism for routing and forwarding
packets in packet switching networks. The
ARPANET, the oldest of the packet switching
networks, exchanges its routing information
using a form of flooding [4]-[6]. Recently, sev-
eral new architectures to promote high speed
packet switching have been proposed [7]-(81.
The premise of these networks is that a great
deal of the routing computation is done ahead of
time so that when the actual data packets start
traversing the network, intermmediate nodes do
not have consult routing tables that would have
slowed down their operation. It is known that the
algorithm offers many potential advantages, but
also gives several weaknesses [2]. For
circuit-switched networks, it results in undesir-
able effect, particularly with respect to the net-
work efficiency. An avalanche effect may occur,
reducing the overall network efficiency [9]. In ad-
dition, in an equally loaded network the effect of
high usage /overflow routing is lost and increases
the probability of blocking on the shortest routes
[10). Recently, Miller et al. compared flooding al-
gorithm with restricted flood search and hybrid
routing methods in terms of the switching net-
work’s connectivity, throughput, grade of

service, and routing delay [3]. It is concluded
that the flood search gives the most reliable
performance in all aspects under possible network
outage conditions in the battlefield environment,
These algorithms do not deal with optimization of
performance such as the minimization of average
end-to-end blocking probability (EEBP) in cir-
cuit-switched networks. In this paper, with the
same or less level of call set-up time and
processor loading of the flood search algorithm,
we propose a modified ﬂooding‘ algorithm,
thereby improving the blocking performance in
the networks. Finding the optimal solution that
minimizes the average (EEBP), P, with
constraints on the link blocking probability is
complicated and time consuming. Therefore, in
the proposed approach, instead of calculating Pp,
we compare the gradient of the objective func-
tion at each node, and choose the shortes path so
that the link length is minimum, that is, deter-
mine the minimum first-derivative length
(MFDL) path between the source node S and the
destination node D. The link length here is de-
fined to be the marginal increase of the objective
function with respect to the marginal increase of
the amount of traffic flow of the link.

In the next Section we introduce the modified
flooding algorithm in detail and consider the
swtich processor load and the call set-up time of
the algorithm proposed. In Section 3, numerical
results of the blocking performance for the algor-
ithm are presented. Finally, we give conclusions
in Section 4,

II. Modeling and analysis

lLet the nodes of an n-node network be
represented by the integers 1,2,...,n and let a
link from node 7 to node j be represented by (7,
7). Each link has a fixed number of channels,
each of which is able to carry one call at a time,
A link is said to be busy if all of its channels are
busy for transmission of calls. In general, there
may be several paths between a (S,D) pair or
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commodity. Now we denote

D;; : A monotonically increasing cost function.

F; : Total flow on link (7, 7) (in calls /s).

%, : Flow of path p (I calls /s).

w : A Source-destination (S,D) node pair, i.e.,

Wi : A set of all (S,D) node pairs, »'s

P, : A set of all directed paths connecting source
and destination nodes of (S,D) pair w».

r. @ Arrival rate of traffic entering the network
at node ¢ and destined for node ; (in
calls /s).

For each (S,D) pair », the input traffic arrival
process is assumed stationary with rate r,. As-
suming that D,; is a function of the link flow Fj
only, an optimal routing problem can be written

as

mining ze ;} Dy(F;) (1a)
=nunimize ;} Dy M;M Xp (1b)
subjet top;xp=rw, for all weW (1c)
xp>0, for all pe Pw, weW (1d)

where F; on link (7,7) is the sum of all path
flows traversing the link. Thus, the problem is
formulated in terms of unknown path flows x=
{x,| p€ P., we W} Optimal solutions of the routing
problem (see (1)) may be characterized as done
by Bertsekas and Gallager [11]. We assume that
each D, is a differentiable function of F;;. Now,
taking the partial derivative on D with respect to
Xp, We have

aD(x) _

X p all tinks i, j)
wm path p

D (2)

where the first-derivatives D', are evaluated at
the total flows corresponding to x, From (2) it is
seen that 2D /ax, is the length of path p when
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the length of each link (7,7) is taken to be the
first-derivative length (FDL) of path p [6]. The
minimum first-derivative length (MFDL) here is
defined to be the minimum of FLD’s.

Considering a call routing procedure of the

modified flood search algorithm, there are two
major functions as in the original flood search al-
gorithm. One is a subscriber location function
which searches the network for the called sub-
scriber and the other is a route search function
which searches the network for an available route
to connect the calling to the called switches, In
the original flooding algorithm, the route search
need not have to be concerned with the
probability of blocking through the switch
matrices [1]; but in the modified flooding algor-
ithm the FDL or the gradient of the objective
function represented by blocking probabilities
(see (4) and (5)) need to know the probability
of blocking.
The network model used in this study is a
circuit-switched grid network with a maximum of
four links. All the links which have the same
transmicsion bandwidth are capable of trans-
mission in both directions. The common channel
signaling (CCS) method is used between nodes,
and the EUROCOM recommended message for-
mat is assumed [1]. The trunk group contains 30
speech channels with a 32 kbit /s common chan-
nel. A call is considered as a basic unit of
circuit-switched traffic, and each call originating
from S is destined to D. The call arrival process
1s assumed to be Poisson with rate A; on the ¢th
link and the call holding time is exponentially
distributed with mean 1/u. The call connection
and disconnection times are assumed to be negli-
gible, and link blocking probabilities are assumed
to be statistically independent. Blocked calls are
also assumed to be cleared and do not return, The
link blocking probability on the 7th link is given
by the Erlang B formula,

N
BlaN) =& /N 3)

Yal/7!
7=0
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where @ is the offered load to link 7 (in Erlangs)
or the Erlang rate on link i, defined as a;=A; /p,
and N is the number of channels. Since there may
exist more than one path between each (S,D)
node commodity and a path may consist of more
than one link, it is necessary to define a path
blocking probability and an average EEBP for the
traffic of one (S,D) node pair [12]. That is, the
path blocking probability of the k-th path of (S,
D) traffic, Pre(S,D)s, is given by

Pre(S,D)e=1— [1 (1-B{a,N)) (4)

i€ I,(S,le

where L(S,D), is the set of all the links on the &
-path of (S,D) traffic. With an assumption of
small link blocking probabilities, we can get
another expression of the path blocking
probability by canceling the product terms of the
B(a;,N)'s in (4).

Prs(S,D)xr=1— ¥ B(a,N) (5)
3

i€ 1(S.D}

Now, the average EEBP of (5,D) traffic, Ps(S,
D), is

Pi(S.D) :"g’ws.mk Y B(a,N) (6)

i€ 1L1S.Dip

where M:i[l”tl(S,D)/e:I, q(S,D): is the proportion
of (S,D) traffic that uses the &-th path of (S,D),
and K(S.D) is the total number of paths for the
(S,D) traffic. Again, we define the average
EEBP, Pr, as the weighted sum of the EEBP of
all the (S,D) node pairs, and we have

A

Plf:Z ‘AwPlf(Sj.Dj)

Loy
K(S,,D))
_ AS.D) ¥ q(SiDie T B(ayN)
= Y ksl ie 105701,

_lv.Bla
= Y 4_1.1 B(az,N)

]

D WIR S
=Y /n ?_;laz B(ai,N) (7)

M

where Y=Y A(S;D;), M is the total number of
1

fiz
(8,D) node pair, and / is the total number of links
in the networks. Here, the term ¥ /p is fixed for
a given problem and does not play a part in the
minimization, We hence will exclude it in (8). We
assume that there are two classes of voice traffic,
high-priority voice v, and low-priority voice va.
High-priority ovice v, can preempt low-priority
voice v, Letting ap be the offered load for cir-
cuit-switched voice of priority p, p=1,2, then
the high-and low-priority voice blocking probabili-
ties are given as By; = B(ay;,N) and By = Blaji+ay,
N), respectively. Now, we can express the objec-
tive functions, fi{a;) for v, and f.(a») for vy,
respectively, that is,

/
P Af\(a) =Y @By for i (8)
=
A I
Pr:=f,(a,) :; (ay;B1i+asiBa) for vz (9)
where a;=[ay, @z, ..., ayl, and a;= [an, az, ...,

ay], . Now, we can derive the gradient of the ob-
jective function with respect to the link flow as

Vv fila)) =

afia) . 2fita) f’fl(al) s, (10
__aa_l_lh [ -+ a1 Et-- Py e )
V folay) =

ofla) . 2fe(a0) af2(a) .
—;az]—~ e+ am e2+---+——-m21 e (11)

where €; is a 1x/ vector whose elements are all
zero except for its /th element being equal to one,
Thus, at link /, the first-derivative length (FDL)
for v, is given by af1(a;) /2ay; = ayi-2B1i /2a1;+ By
which is a function of N and a); only. Similarly,
the FDL for v, is given by af.(ay) /aax= (ayi+az;)
-aBy; a»+ By which is a function of N, ay;, and ax
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Fig 1. Reception of the forward search-messages at in-
termediate node m

S=source node, (a,b,c)=neighbor nodes of m,

only. In Fig. 1, node m receives the first search
message from node a, after which the second
search message from node b (and the third
search message from node ¢, if any) will arrive at
node m within A time. Then, node m calculates
FDL’s and finds the shortes path MFDL from the
source node S to node m. That is,

MFDLg = min[ FDLam + MFDLs 5,
FDLym+ MFDLcb,
FDL cm+MFDL Sm]

where »zn stands for minimum. The search mess-
age with the above MFDLsm information will
then be retransmitted sequentially to other
nodes. This search message propagation scheme
is similar to the flood search algorithm [1] except
for the decision rule described below.

The decision rule for the modified flood search
algorithm is as follows. For simplicity, we explain
the rule by taking an example shown in Fig, 2,

(a) At first cycle : Npdes 7,10,12,15 receive the
first search message frorﬁ 'the source node S
and FDL’s at each node (node 7,10,12,15), 1.
e., FDLs 7, FDLs 19, FDLs, 7, and FDLsg 15, are
calculated. Next, the shortest paths from the
source node S to nodes 7,10,12,15, i.e.,
MFDLs;, MFDLs 1y, MFDLs >, and MFDLg
15 are determined. If none of these four nodes
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are destination nodes, this MFDL information
(in this case, MFDL=FDL) is sent to all ad-
jacent nodes.

(b) At second cycle : Nodes 3,6,8,9,14,16 receive the
first and second (and third, and so forth, if any)
search message(s) and FDL's are calculated at
each node. Next, the MFDL's are determined.
For example, at node 6 we have MFDLs = nan
[FDLs;+MFDLs7, FDLs1o+MFDLs o ]. in this
case, node 6 receives the first search message
and receives the second search message and will
not receive the third message within A time (on
the order of millisecond). Also, at node 9 we
have MFDLg,=FDLg1p--s.10. In this case, node
9 receives only the first search message and will

not receive the second search message within A

Ist cycle 2nd cycle

Fig 2. Forward search-message propagation scheme of

a call originated at source node S

& source node

O intermediate node over which a message has
passed

& intermediate node in progress of transmitting a
search-message

(@ intermediate node n in progress of receiving a

search-message.
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time. If none of these six nodes are destination
nodes, this MFDL information is sent to all ad-
jacent nodes.

(c) At third cycle : Nodes 2,4,5,13 receive the first
and second (and third, and so forth, if any)
search message(s) and FDL'’s are calculated at
each node. Next, the MFDL’s are determined.
For example, at node 2 we have MFDLs » = min
[FDLy 3+MFDLs 3, FDLys+MFDLs 1. If none
of these four nodes are destination nodes, this
MFDL inforrnatio_n is sent to all adjacent nodes.

(d) At fourth cycle : Node 1 does the same job as in
the third cycle. At node 1 we have MFDLg ;=
min [FDL,,+MFDLs:, FDL, s+MFDLs 5 1.

Here, node 1 is the final destination node, and

therefore, the shortest path from S to node 1

using the MFDL informations is determined.

The processing time, timing delay, and call
set-up time based on the modified flooding algor-
ithm can be compared with those based on the
original flood search algorithm [1] in the Appen-
dix.

. Numerical Resuits

As mentioned, the performance measure used
is average EEBP, i.e., Ps The network
topologies are depicted in Fig. 3:topology 1
(TOP1) has nine nodes, twelve links and three
commodities, topology 2 (TOP2) has seven
nodes, nine links and three commodities, topology
3 (TOP3) has nine nodes, fourteen links and
three commodities, and topology 4 (TOP4) has
ten nodes, twelve links and three commodities.
The total external offered traffic of example
topologies is shown in Table 1. In Fig. 4,
end-to-end blocking performance versus the total
external traffic for high-priority voice traffic, A,
(in Erlangs), for topology TOP1 is plotted using a
logarithmic scale. Three groups of curves corre-
spond to the end-to-end blocking probability of
(a) flood search, (b) modified flood search for
low-priority voice, v,, and (c) modified flood

search for high-priority voice, vi. It is seen that
our modified flooding algorithm vyields better
blocking performance (curves b and c¢) than the
flood search algorithm (curve a) under the same
conditions., Also, the blocking poerformance for

high-priority voice traffic with the modified

(a) (b)

(d)

Fig 3. Network topologies
(a)TOP1 (b)TOP2 (c)TOP3 (d)TOP4

365

www.dbpia.co.kr



BEBERER T '93—3 Vol.18 No.3

Table 1. Experiment cases and offered traffics of example topologies

Total Offered Traffic (Erlangs)
case | Topology No. of No.of
CO?\}T%;S“BS Channels | Commodity 1 Commodity 2 | Commodity 3
A(1,99=VAl | A(28)=1 A (3,7)==25
Casel | TOPI 23 » Ax(1,8)=1 Ax(2,8)=1 Ay3,6)=2.5
A)(1,99=VAl | Ai(28)=5 A(3,7)=5
A2(1,8):1 A2(2,8):5 A2(3.6)=5
A(1,10)0=VAl| A = =
TOP? 3/3 20 1(1,10) 1 12,8)=1 Ai(4,9)=25
A)1,9)=1 Ax(2,8)=1 Ax(4,100=2.5
Case2 A(LY=VAI | A(28)=1 | A(37)=25
TOP3 3/3 % b ' 37)=
Ax1,8)=1 Ayx(2,8)==1 Ax(3,6)=25
A(1,9=12 A(28)=1 A(37)=25
TOP1 3/3 VA2
Ap(1,8)=12 Ay2.8)=1 A(36)=2.5
: A(1,9)=VAl A(2.8)=1 A(3,7)=25
Case3 | TOP3 3/3 VA2
A(1,8)=1 Ax2,8)=1 Ay(36)=25
A(1,99=VAl | A(28)=1 A(37)=25
TOP4 3/3 VA2
Ax(1,8)=1 Ax(2,8)=1 Ax36)=2.5
v = high-priority voice, v2==low-priority voice,
Note . Ap=total offered voice traffic of priority p (p=1,2) from source (S)
i to desination (D) node
| VAI=13~25
- VA2=10~40

flooding algorithm is superior to the others. We
consider two different traffic load conditions
which corresponds to the Casel in Table 1, and in
this case, N is fixed. It clearly shown that if we
use small values of total offered traffic for each
commodities, the blocking performance (solid
line) is better than the other using large values
(dashed line). This is because the FDL path is af-
fected by two factors:the number of channels,
N, and the total offered load of priority p(p=1,
2),As. The blocking performance for TOP2 and
TOP3 in Case2 is shown in Fig. 5. One can see
that the result is similar to that shown in Fig. 4.
And it is seen that the blocking performance of
TOP3 with the same offered load is better than
that of TOP2. Considering the Case3, In Fig. 6,
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Log(Pnr) versus the channel number for TOP1,
TOP3 and TOP4 are plotted ; (a) modified flood
search for high-priority voice, v, (b) modified
flood search for low-priority voice, v, and (c)
flood search. Increasing the number of channers
with total offered traffic fixed, the blocking
performance becomes better, and the modified
flood search for high-priority voice, (curve a)
shows the best performance, Also, it is seen that
the blocking performance of TOP3 with the same
offered load is superior to others, this is because
TOP3 has more links than others.

From the numerical results for a circuit-
switched network with two priority classes of
voice traffic presented above, we can conclude
that the proposed algorithm vyields a strictly
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-5.0 T T T T T
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EXTERNAL TRAFFIC RATE, A, (ERLANG)

Fig 4. Log(Pp)versus external traffic rate, A, (in
Erlangs), for TOP1
(a) flood search
(b) modified flood search for low-priority voice, v,
(c) modified flood search for high-priority
voice, Vi

better blocking performance than the flooding al-
gorithm, Specifically, the modified flooding for
high-priority voice traffic shows excellent
performance.

As for the processing and call set-up time, the
total switch processing time per attmept of the
modified flooding algorithm takes only 471 pus
which is about one tenth that of the flood search
algorithm, and the call set-up time for a 15
link-call of the modified flooding algorithm takes
582 ms which is less than that of the flood search
algorithm. Thus, one can conclude that, using the
modified flooding algorithm with MEFDL path, one
can improve the blocking performance of a cir-
cuit-switched network without increasing the call
set-up time and processor loading of the algor-
ithm,

-1.0 ¢ 2
-2.0 ~
~3.0 —
—-4.0 -

=5.0 -

LOG (P, ) (dB)

-8.0 -

—9:0 -— ToP2

~10.0 - -=-TOP3

-11.0 T T T T T
13 15 17 19 21 23 25
EXTERNAL TRAFFIC RATE, A (ERLANG)

Fig 5. Log (Pg) versus external traffic rate, A (in
Erlags), for TOP2 and TOP3
(a) flood search
(b) modified flood search for low-priority voice, v,
(c) modified flood search for high-priority
voice, v

IV. Conclusions

Flood search algorithm for circuit-switched
networks offers many advantages. This state-
ment is supported by the increasing popularity of
the algorithm for European and American tactical
networks. But this algorithm has relatively poor
blocking performance.

In this paper, we have proposed a modified
flooding algorithm with MFDL path for a tactical
circuit-switched grid network with a maximum of
four links and two priority classes of voice traffic.
We have studied the blocking performance of the
modified flooding algorithm and the flood search
algorithm. Also we have analyzed the signaling
traffic of the algorithm. With the same or less
cost of switch processor loading and call set-up
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0.0
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T
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0.0
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-2.0

-3.0 —

-4.0

T T T 7
10 15 20 25 30
CHANNEL NUMBER
©

368

I
35

40

0.0

-3.0 -

—40

T T T T i
10 15 20 25 30 35 40
CHANNEL NUMBER

®)

Fig 6. Log (Py) versus the channel number for
TOP1, TOP3 and TOP4
(a) modified flood

VOICE, Vi

search for high-priority
(b) modified flood search for low-priority voice, vs
(c) flood search

time as compared to the flood search algorithm,
the modified flooding algorithm provides the
shortes path on the basis of blocking probability.
the
performance of a circuit-switched network. And
our

Therefore, one can improve blocking
system provides the excellent blocking
performance for high-priority voice traffic, which
is very important for high-priority subscribers in
the tactical network. Clearly, one can see that in
military applications of the technique, our scheme
can improve the network efficiency over the con-

ventional flood search algorithm,
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Appendix : Calculation of switch processor load,
timing delay, and call set-up time for the modified
flooding algorithm

(a) Switch processor load for forward search
pernetwork  attmept : Assume that four
interswitch trunk groups are connected to a
switch and on the average three search
messages are received per attempt. The node
processor postulated is an Intel 80386, or
equivalent, and processor resources required
per network attempt are as follows (see [1]
for details),

e Receive forward search message .(for maximum

3 messages)
[ (50 instructions) X (0.3 us /istruction)] x (3
attmepts)==45 ps

e Search in progress table lookup

-full search for first message received

[ (80 ns /entry) x (200 entries) ]+

[ (100instructions /update) x (0.3 u

s /instructions) =46 us

-partial search for subsequent message (for
maximum 2 messages) (80ns/entry) x (100
entries) X (2 messages)=16 us

e Trunk group status search for transmitting

order
(100 instructions /trunk  group) X (0.3 s /in-
struction) X (4 trunk groups)=120 us
e Retransmission of message (for maximumb5
messages)
(120 instructions /entry) X (0.3 us /instruction)
X (5 messages) =180 us

e Local directory table lookup (80% of 1000 en-
tries)
(80 ns /entry) X (800 entries)=64 us

Thus, the total switch processor load (or

processing tkme ) per attmept takes only 471 us,

while it takes 4950 us for the flood search algor-
ithm.[1]

(b) Timing delay : Define an average call to be
the time required for a call to travers 3 links
and a maximum call to be the time required
for a call to travers 15 links, The total timing
delay is the time that takes a 160-bit forward
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search message to find the called subscriber,
T/, plus the time required for a 64-bit back-
ward routing message to go back to the call-
ing subscriber, 75 Neglecting the trans-
mission propagation time for a forward search
32 kbit /s commmon channel, T,=T+7T,+Th
=3 ms + 1 ms + 5 ms=9 ms=26 ms, while it
take 28 ms for the flood search algorithm,
The queueing delay is the time that buffers
would have to store messages to wait for the
processor to receive or transmit them.,

(c) Call set-up time (or call processing time) :
Since the buffers are working simultaneously,
only the delay due to one buffer would be
necessary to calculate. An average delay is
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[ (processor load /2) - (traffic / (1-traffic)) ]
over processor load, where traffic means
percentage of effective occupied time. With
7 traffic and 471 us processor load, the aver-
age delay is calculated to be 1.2(1]. The
queueing delay, T, is average délay multipled
by the quantity given by (7 for forward
search+ T, for backward route). Therefore,
T,=1.2- (6 ms+ 3 ms)=10.8 ms, For an aver-
age call with 3 links and with queueing delay,
the call set-up time is /- (T+7T,) =3-(28ms
+10.8 ms) = 117 ms where / is the total num-
ber of links. for a 15-link call, the call set-up
time takes 582 ms, while it takes 708 ms for
the flood search algorithm.
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