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Robust Tree Coding Combined with
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ABSTRACT

Efficient speech coders using tree coding combined with harmonic scaling are designed at the

rate of 4.8 kilobits/séc (kbps). A time domain harmonic scaling algorithm (TDHS) is used to com-

press input speech by a factor of two. This process allows the tree coder to have 1.5 bits/sample

for 4.8 kbps in the case of a 6.4 kHz sampling rate. In the backward adaptive tree coder, there are

three components of the code generator, including a hybrid adaptive quantizer, a short-term predic-

tor and a pitch predictor. The robustness of the tree coder is achieved by carefully choosing the in-

put of the short-term predictor adaptation. Also, inclusion of a smoother in the pitch predictor

improves the error performance of tree coder in the noisy channel. Subjectively. tree coding

combined with TDHS provides good quality speech at 4.8 kbps.
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1 . Introduction

The speech communication is the transfer of in-
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formation from one person to another via speech.
In a digital communication system the speech
signals is coded into a bit stream representation,
transmitted over a channel, and converted back
into an audible signal. The transmission of speech
data at low bit rates is becoming increasingly
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needed for many applications such as narrowband
digital transmission, storage of speech data and
future demands for personal commurncation net-
works,

The frequency scaling is a useful method for
reducing the bandwidth of the speech signal in
order to assign more bits to a waveform coder.
Malah developed a time domain harmonic scaling
(TDHS) algorithm [ 1], which is a simple and ef-
ficient method to reduce the coding bit rate by
half or one-third of the original ones. The TDHS
algorithm gave .a significant reduction of bit rate
with little loss in speech quality when it was in-
corporated whith some waveform coders. TDHS
was combined with continuously _variable slope
delta modulation (CVSD) [2] and subband coding
[3] to achieve acceptable communication quality
at 7.2 kbps and 9.6 kbps, respectively.

One promising approach for improving the per-
formance at lower rates is to use multipath tree
search strategies in contrast to conventional
single-path coders including differential pulse
code modulation, delta modulation, and adaptive
predictive coding. In multi-path tree coding, fu-
ture input samples are considered as well before a
decision is made about the optimum present code-
word to be released. Tree coding has been applied
to speech signal by several researchers because
of its possible performance superiority to single-
path coders. Anderson and Bodie applied the (M,
L) algorithm to speech signal in order to reduce
the computational burden of tree search [4]. Gib-
son and Chang developed a multitree coder [5]
which consists of different number of branches
interleaved with each other in the code tree. This
structure preserved high frequency components
of the original well and allowed flexibility to con-
struct fractional rate tree coders.

In this paper, a speech coder that combines
tree coding with TDHS is designed at the rates of
4.8 kbps. The structure of code tree has a multi-
tree or vector tree for the fractional rate coder.
The code generator is designed with the consider-
ation of the input characteristics of frequency

compressed speech, For real applications of
speech coding, it is important to design for the
robustness to the transmission errors. Therefore,
the tree coder 1s designed to achieve the robust-
ness to channel errors as well as to maintain the
high quality of speech in the error free channel.

[I. Time Domain Harmonic Scaling

Frequency scaling is a useful method for reduc-
ing the bandwidth of speech. An efficient and
simple algorithm for frequency scaling of the
speech signal 1s provided by time domain har-
monic scaling (TDHS) [1]. A short-time Fourier
transform of two or three periods of voiced
speech shows a strong harmonic structure. The
bandwidth of each harmonic is usually narrow
compared to the spacing between vharmonics..
Therefore, even if the spectrum around each har-
monic is shifted down in frequency by a factor of
two or three, little information is lost because
aliasing occurs only in the spectral valleys. After
isolating the different pitch harmonics, each har-
monic is modulated to its designated new location
by using filter bank analysis,

In this paper, the compression factor is chosen
to 2. The input speech 1s compressed by a factor
of two in the transmitter and expanded in the re-
cerver by using TDHS. At the transmitter, the
basic concept of compression is to compress two
pitch period speech samples into a single pitch
period with the same time duration, but at half
the sampling rate. At the receiver, two pitch
period samples are extracted by interpolation of

Input

Signal
Distortion
Mcasure
Reconstructed
Output
Best To
Code Search Symbol
aloc Algorithi g
Gener: gorithm Path Release Rule Channel

Fig. 1. Elements of a Tree Coder
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neighboring blocks of the present pitch period
block. The selection of the window function af
fects the performance of TDHS, The Hanning
window among various window functions has the
best performance [6]. A triangular window can
be chosen because of its simplicity. [t requires one
multiplication and two additions to have one com

pressed sample,

[l. TREE CODING OF SPEECH

A block diagram of a typical tree coder is shown
in Fig. 1. It consists of four functional elements :
a code generator, a distortion measure, a search
algorithm, and a symbol release rule. The code
generator produces reconstructed output sequen
ces according to all possible path maps. For each
path map, the excitation sequence 1s generated
by the output of a scalar guantizer with certamn
statistics, or by stochastic codebook, or hy a
codebook of a vector quantizer designed for the
innovation sequence. The generated coxatation
sequence 1s multiplied by a gain term and then
filtered out through the synthesizer to oroduce
candidate output signals. This reconstruciod ot
put sequence 1s transmitted to the Jistortion
measure block to calculate the distortion between
the source sequence and the reconstructed candi
date output sequence to the depth /.. The use of
the frequency weighted distortion measure helps
it to reduce the perception of quantization noise,
In order to reduce the heavy computational load
of exhaustive search, the (M, L} algorithm is
used [4]. A symbol release rule specifies how
many symbols are released to the channel after
deciding the minimum distortion path. In our
work, (M, L) algorithm with M/=8, /. =16 and the

incremental fixed symbol realease rule are used.

A. Gain Adaptation

The gain term should be adapted to the input
signal because the speech signal is nonstationary
and has relatively large input dynamic range. For

the multi-tree coder, the hybrid adaptive quant

1808

1zer and delta modulation algorithm are used in
tree coding. The hybrid gain adaptation rule com-
bining the nstantaneous adaptation and syllabic

adaptation is given by
Aln+1) = Mn) 0" (n) A*(n) (1)

with d{n) =adn—1) +{1—a) #lu(n)| where a=
0.4 controls the effective memory of the esti
mator. # is a constant, and u(n) is the latest
quantizer output. In the hybnd quantizer, g==50/
64, ¥ = 13/64, and ¢/ == 1.254 are chosen.

For the vector tree coder, the gain term is cal-
culated using the modified algorithm employed in
| 7]. Let x be the root mean square (RMS) value
of a code vector. The gain adaptation algorithm is

Al +1) = flx) A*(n) (2)

with multipler function f{x) given by

Sy Leyoxod
) e’ 3

ifg<x<x,
2oy .
) J T et 3 ifx<x<xa
Va0 Mo if x < x.

with 3{n) =adln—1) + (1—a) 0luln)| where a=
0.9, 0 1.3 and #(x) 1s an element of the code-
book vector, The long-term gain adaptation is n-
cluded in the multiplier function. Suwitable par
ameter values are £:-0.853, ¥ =0.13, ¢1=In( M),
¢ =m0 i) Miay = 1.8, Monin =08, x1 = (.6, and
x> 1.8, The gain adaptation with every sample
update of o(n) provides a slight performance in-

crease over that with a fixed value 4.

B. Short-term Predictor

In speech signals, there is a correlation between
adjecent samples introduced by the speaker vocal
tract shape. The short-term all-pole predictor is

defined by

www.dbpia.co.kr



RA/ALAR NS 39 P9 48 KBPS Ee) $45 37|

where a; is the short-term predictor coefficient
and N is the order of the predictor. The coeffici-
ents of the all-pole predictor can be backwardly
adapted by using numerous adaptive filter algori-
thms. It was reported that the LSL algorithm has
the best performance in objective and subjective
tests [8]. Therefore, the recursive LSL is chosen
for the backward adaptation for short-term pre-
dictor,

It is well-known that an accurate model of the
vocal tract should contain zeros as well as poles
[9]. Moreover, the inclusion of zeros in ADPCM
allows the pred\ictor to be more responsive to
changes of input signal and more robust to chan
nel errors than an all-pole structure. The all-zero
predictor has transfer function B(z) =¥ 6,2/,
so that the predicted value of pole-zero predictor
is given by

1=

¥nln—1) = v

a,&(n—i)-f—% bivoln—7j) (4;

The transfer function of pole-zero predictor in a
code generator is

Yi(z) _ 1+8B(z2)
Ro(2) 1—A(z)

The all-zero adaptation algorithm of CCITT is used
for the all-zero predictor adaptation [10]. The all-
zero adaptiation of CCITT is

127

1 . .
b,(n+l):—12—8~ bAnJ—FE sgnien—7j) ] sgnleln)],

J=1, M (6)

C. Imput to the Short-term Predictor Adaptation

It is important to choose the input to the adap-
tation in the pole-zero predictor for the robust-
ness of tree coding to channel errors. The con-
ventional input of the all-pole predictor adap-
tation is the reconstructed output signal. The
output driven adaptation produces the best per-
formance in the error free channel, but it is very
sensitive to channel errors because the output

signal has a long memory. ‘I'he output signal is
syhthesized by the all-pole predictor which has
the infinite impulse response. One solution to the
mistracking problem of a short-term predictor
due to the long memory of the output signal is to
use the quantized residual signal instead of the
output signal. The residual driven adaptation be-
comes very robust even in the presence of a high
transmuission error rate. However, the perform-
ance degradation of the residual driven adap-
tation in an ideal channel is inevitable,

Recently, one good tradeoff between the out-
put signal driven adaptation and the residual sig-
nal driven adaptation was proposed [7]. The re-
sidual signal 1s shaped by an all-zero filter to re-
semble the reconstructed output signal. The all
zero shaping filter is obtained by truncating the
infinite impulse response of an all-pole short-term
synthesizer or by estimating the moving average
model through the finite autoregressive model
[11]. If the all-zero shaping filter is given by 1+
Yr ez k then C(2) is chosen to satisfy

1

In our pole-zero structure for a short-term predic-
tor, the all-zero shaping filter is obtained by trun-
cating tne impulse response of the pole-zero trans:
fer function. The all-zero shaping filter is chosen
to satisfy,

1+B(2)

o S D@ (8)

Then, the shaping filter coefficients, d, are obta-
med by

277] a]-dk_,'+bk 1<k<M
dk: (9)
:7_, ajdy-j M<lk<P

where M 1s the order of the all-zero predictor.
The filtered residual signal is given by

eqaln) :u(nH-i dru(n—k) (10)
1809
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Fig. 2 shows the configuration for the filtered re-
sidual signal as the input of the all-pole short-term
predictor adaptation. The shaping filter is given

. . . e . 1t Ista)
by the approximation of transfer function 7= .

The use of the filtered residual signal shaped
by 1+ D(z) provides 1.5 dB gain in SNRSEG over
the use ot the residual alone and exhibits the
equivalent performance to an output driven adap
tation in the error free channel. The SNRSEG of
each method is graphically compared in Fig. 3.
The filtered residual driven adaptation shows
substantial improvement over the output driven
adpatation in noisy channel performance. The in
crease of SNRSEG in the noisy channel 1s 3 dB at
BER of 107* and 4 dB at BER of 10 “. At BER of
107", the residual driven adaptation achieves the
best performance.

_’: Adaptation |

+ Algorithm |

Fig. 2. Filtered Residual Driven Method for All Pole Pr
edictor in Pole Zero Short term Predictor

SNRSEG(dB)
& : Filtered Residual
A : Residual
v : Output
15 o)
t X
(0]
A
101
v
5 ‘L ©
v
BER
0 10 1072 10?

Fig. 3. Performance Comparison of All Pole Adaptation
Inputs
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D. Pitch Predictor

In addition to short-term redundancies, there
are long term redundancies between samples with
pitch period separation in a speech signal. The
three tap long-term (pitch) predictor has the tr-

ansfer function,
1(2) ,3 |2 My ]“Jf“ﬂnz '”'+,512 Gt (11)

where M, 1s the pitch period and g .., 8. £, are
long term predictor coefficients. In a backward
block adaptation for the pitch predictor, the pitch
period and pitch predictor coefficients are estim-
ated from a block of previously reconstructed
pitch synthesizer outputs, The pitch period esti-
mate M, is determined by searching the lag with
which the normalized correlation function is max
imized. The pitch period M, 1s found 1in some
bounded range, After the pitch period M, 1s de
cided, pitch predictor coefficients are calculated
by solving the Wiener -Hopf equation.

A method which the pitch predictor parameters
are recursively updated at every sample between
the block adaptation was developed by Pattigrew
and Cuperman [ 12! This recursive backward ad-
aptation consists of pitch period tracking and
pitch predictor coefficient adaptation. The pitch
predictor coefficients are updated by the gradient

algorithm as

is

Beln) = ABn—1)+ — =
a.,(n) 6,,(n)

en)rn—3,+k)
k- ~1, 01 (12)

where the leakage factor A 1s given by (.95 and
the constant step size p, 1s given by 0.06. The
variances of e,(n) and 7.(%) are updated by

ain) =raiin—1) + (1 -21) ¥*(n) (13)

Since the all-pole structure of the pitch synthe
sizer 15 very sensitive to channel errors, the input
of the pitch predictor 1s given by the interp-

olation of neighborhood samnles. The smoother
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with 3 taps has a transfer function S(z) =271 +
$02° +s-,2!. The adaptation scheme of the pitch
predictor is illustrated in Fig. 4. The pitch predic-
tor becomes more robust if the coefficients of the
smoother are chosen to implement the function of
a low pass filtering. The performance comparis-
one of four pitch adaptation methods which in-
clude Cuperman’s hybrid adaptation, Cuperman’s
hybrid adaptation without the pitch tracker, a
hybrid adaptation with a fixed smoother, and a
hybrid adaptation with a variable smoother are
presented in Fig. 5

Voicing
Decision
r Block M,
Adaptation '—1 ,
Inbibition [T
M| 8] Control |
L Recursive Pitch l ) {8}
Smoother[— (1ceff. Adaptation {8}

Fig. 4. Block Diagram for Pitch Predictor Adaptation
with a Smoother

SNRSEG(dB)
0 : Variable Smoothing
¢ : Fixed Smoothing
4 : Coeff. Tracking Only
15 i& 9 7 : Cuperman’s Hybrid
A
v
L)
10 k
A
v
5 T @
é
BER
0.0 10 10-2 10-?

Fig. 5. Performance Comparison of Various Pitch Pre-
dictor Schemes for 4.8 kbps

The hybrid adaptation with a pitch tracker is
very sensitive to channel errors and does not con-
tribute largely to the performance of the tree
coder. The use of the smoothed input in the pitch
predictor gives a notable error performance in-
crease from 3 dB to 6 dB over Cuperman’s hybrid
pitch predictor at 107* BER. The pitch predictor
with a variable smoother provides an increase of
about 0.6 dB in the average SNRSEG of five
sentences over the pitch predictor without a
smoother in the noise free channel. The perform-
ance improvement is notable in the low pitched
male speech. The pitch predictor with a variable
smoother can track the pitch period change in a
block because the coefficients of the smoother
are assigned depending on the change of pitch
period. Also it partly reduces the mismatch be-
tween the real pitch period and its representation
by integer multiples of the sampling interval due
to a sampling rate reduction.

IV. Tree coder combined with TDHS at 4.8 kbps

The overall coding system combining tree co-
ding with TDHS is shown in Fig. 6. The TDHS
algorithm is used to compress the bandwidth of
the input speech by a factor of two. The pitch
period is extracted from a block of speech sam-
ples using the AMDF method. The compressed
speech is encoded by a tree coder. The output of
the tree coder is a string of path map symbols. At
the receiver, the compressed speech signal is
reconstructed by a tree decoder and expanded by
the TDHS expansion operation.

Pitch Pitch
Extraction Extraction
coTos, | | Tee an Tree ¢.TOHS
Input pression Encodiag Decoding pansion Outpat
Speech Speoch

Fig. 6. System Configuration for Combining TDHS and
Tree Coding
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A. Different Code Trees

For the tree cading combined with TDHS at 4.8
kbps, 1.5 bits/sample can be assigned to the tree
coder at a sampling rate of 6.4 kHz. The frac
tional rate tree coders can be designed according
to the number of branches per node ana the num
ber of symbols per branch. A multitree coder and
a vector tree coder are examined. here. The 1.5
bits/sample multitree coder consists of a tree
with 4 branches and a tree with 2 branches,
which are interleaved with each other. Fig. 7(a)
shows the 1.5 bits/sample multitree code. The
output symbols on the branches of the multitree
are assigned as the output values of the MMSE
Gaussian quantizer, both scaled by the gain term.
The gain is adapted by using the hybrid adaptive
guantizer in a 4 level tree and delta modulator ad
aptation in a 2 level tree.

T
13 17
I1s
Ti4
s
Iis
Iy
Zis
Te
T7
T2
g
g
I3
T1io
In
T4
T12

(a) 4-2 Multitree Coder

T122%324

LsTeT7Te

ToT10T11%12

T253T2542255T256

(b) Vector Tree Coder

Fig. 7. Code Trees for 1.5 Bits/sample
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A Gaussian stochastic code tree at 4.8 kbps 1s
examined. The vector code tree has 64 branches
per node and 4 symbols per branch., The branch
labels 1in the code tree are taken from a stochastic
codebook populated with Gaussian random vari-
dates. The gain term n the code generator s
calculated using the modified vector gain algor
ithm, The code generator of both coders consists
of a pole zero short term precictor and a pitch
predictor.

Table 1 compares the SNR/SNRSEG perform
ance of two code trees in the tree coding part and
THSH/tree coder. The stochastic vector tree
may be somewhat better than the 4 2 multitrec
through various speech data in the error free
channel, but the error performance of the stoch
astic vector tree degrades more rapidly than f 2
multitree as the BER increases. One bit error of
the index in the stochastic vector tree affects the
whole vector with 4 samples. The 4-2 multitree
coder achieves almost equivalent performance to
the stochastic vector tree coder m the noseless
channel even though 1t s fess complex, Subject
welv, the tree coding combimed with TDHS at
the rate of L8 kbps shows a good quality of
speech and 1s roughly cloze to a plaw PCM sys
tem with 5 bit to 6 bit. The narrowband spectro
grams of the oniginal specch and the reconstru
cted output for {2 multitree coder combined with
TDHS it the rate of 1.8 kbps are shown in Fig. 8
and Fig. 4. The spectrogram of the {8 kbhps
coder maintaing the original spectrogram rela

tivelv well,
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I
»
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4-2 Multitree Coder

Vector Tree Coder
Sent. | BER | 'Tree Coder Qverall Tree Coder Overall

o |1110/16.72 ] 140271224 L 17.07/16.41 | 14.17/12.10
Fern. | 10-* | 16.54/16.29 | 13.82/12.01 | 15.88/15.69 | 13.48/11.67
10-* | 12.82/13.00 | 11.57/ 9.93 | 9.11/10.88 | 8.64/ 8.40
1077} 6.01/ 577 | 6.06/ 4.91 | -0.09/ 1.16 | 0.26/ 0.85
I 0 | 12.42/14.87 | 10.55/ 9.89 | 13.31/15.33 | 11.11/10.21

Male | 104 | 11.89/14.25 | 10.21/ 9.56 | 12.04/14.29 | 10.31/ 9.63
1072 | 9.57/10.30 | 8.72/ 7.48 | 6.79/ 9.04 | 6.62/ 6.63
10-7 | 3.87/3.83 | 4.01/3.04 | -0.97/-0.52 | -0.36/-0.46
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Fig. 9. Spectrogram of Reconstructed Speech in Noise
less Channel for 4.8 kbps TDHS TREE Coder

V. Conclusions

Efficient speech coders using tree coding comb-
ined with harmonic scaling were designed at the
rate of 4.8 kbps. A time domain harmonic scaling
algorithm (TDHS) was used to compress input
speech by a factor of two. This process allowed
the tree coder to have 1.5 bits/sample for 4.8
kbps in the case of a 6.4 kHz sampling rate. The
tree coding was designed with an emphasis on ro-
bustness to transmission errors in the digital
channel as well as good quality of speech in the
error free channel. The performance of a tree
coder was enhanced by improving the code gener
ator. In a backward adaptive tree coder, there
are three components of the predictor in the code
generator : a pitch predictor, a short-term all-zero
predictor, and a short-term all-pole predictor.
These three predictors are connected in cascade

in the code generator. The robustness of the tree
coder could be improved by careful choosing the
input of the short-term predictor adaptation anc
including a smoother in the pitch predictor.

A 4-2 multitree coder and a vector tree coder
with a stochastic codebook with a size of 64 were
investigated. Subjectively, TDHS-tree coding ac-
hieved a good quality of speech at a rate of 4.8
kbps. The speech quality of tree coding combined
with TDHS at a rate of 4.8 kbps was close to that
of 1.5 bits/sample tree coding of uncompressed
speech. Also, it contained little perceived distor-
tion at a BER of 10 ! and only small perceived
distortion at 10 *. For a BER of 10 “, the recon
structed speech was intelligible and easily under-
standable.
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