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ABSTRACT

In this paper, a centralized protocol model for videoconference service over a wide-area-network
1s presented. The model is comprised of three distinct components : clients, server, and mixer. The
server handles all call management functions, and the mixer performs realtime traffic mixing. The
control and data are separated, flowing over separate connections in the model. A set of new
protocols are defined : call management protocol, media transport protocol, and multimedia syn-
chronization protocol. This paper also presents the functional design of the mixer.
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L. Introduction

Rapid progress in computer and telecommu-
nications technologies brought multimedia-based
applications to the hands of the domestic as well
as business users, The service domains are
varying dramatically from simple telephone-like
point-to-point service to sophisticated group
(multiple users) oriented ones computer
supported  cooperative  working  (CSCW),
teleeducation, group editing of multimedia docu-
ments, and multimedia teleconferences are the
primary applications under active development at
present.

The introduction of high-speed wide-area-
networks, ISDN({Integrated Services Digital
Network) and Broadband ISDN for example, are
happening in many countries, making 1-100 Mbps
dedicated digital pipes available to the public at a
reasonable cost. The sophisticated services which
were only possible within a local area network
such as multimedia database servers, real-time
transaction processing, real-time video-confere-
ncing etc. are now being extended to
wide-area-networks, The most promising service
in the age of high-speed networks is the
videoconference service. In this multipoint ser-
vice, every conference participant is equipped
with a videoconference terminal through which
one can send and receive images, texts, voices
and moving pictures {one's own figure, or some
video clip from a local storage) to and from mul-
tiple participants at remote sites in parallel and in
real-time,

Videoconference over the wide-argnetworks
bears many technical issues to solve ; call /con-
ference management, routing and flow control,
media synchronization, dynamic quality of service
control and guarantee, low-cost but effective ter-
minal equipment etc. Those topics have been

treated in many research testbeds|1,2,3.4,5] so

far. However, none of the previous works pro-
vided an integrated communication and protocol
architecture suitable for wide-area-networks. In
this paper, we propose an overall architecture for
videoconference systems, protocols, and
performances which are independent of data com-
pression techniques but easily applicable and
scalable to general high-speed wide-area-
networks. In the proposed architecture (Fig. 1),
the terminals for the conference participants (cli-
ent) are simple ones so as to be distributed easily
at low-cost. The complex call establishment and
route computation are all carried out by the
centralized conference server. While the control
informantion flows between the clients and the
server, the video in formation from the clients
are fed to a mixer that. performs the media
muxing (create a single video stream out of the
incoming multiple video streams to the mixer, for
example), and the resultant stream is broadca-
sted to the chents via a multicast route from the
mixer to the clients. The proposed architecture is
different from the previously mentioned ones| 1.2,
3,4,5] in many respects : separation of control
path and data path, use of multicast path in the

reverse direction, flexible communication and

network

"1 server

client

—— control connection
—m data connection from client to mixer

~——pmdata connection from mixer to cllents

Fig 1. Communication  Architecture of the

Videoconference Service
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protocol architecture that adapt and scale well
with the evloving terminal and network techno
logies.

This paper is organized as follows. In the next
section, the communication requirements of the
videoconference are identified. The protocols and
the protocol architecture (server, chent, and
mixer) will be presented in the following sections,
The laboratory experiment setup and future re

search areas will be discussed in the final section.

[I. Requirements for Reai-Time Videoc
onference Service

The real-time videoconference service can he
fully satisfied only when the appropriate
functions are supported in the network, svstem,
and conference application. The network and sys
tem requirements are defined to support the
videoconference service whose main features in
our case are listed helow.

e The number of conference participants can
vary from two to several tens. This limit comes
from the conference management viewpoint. If
there are too many participants, it 1s better to
organize the conference cither in hierarchical
fashion or 1 many parallel sub-conferences so
that each participant only need to view a hrmted
number (one or two) of windows on the screen,

e The conference 1s inmtiated by one of the
participants whose primary role 1s the conference
management (including floor controi).

e Each participant may have systems of different
capabilities, or may employ a set of media func
tions different to each other.

e The number of participants, requesting com-
munication functions, and the quality of services
can vary dynamically during a conference call.

e The conference service should be 1mplement
able on top of existing heterogeneous networking
technologies(LAN, ISDN, Internent, and B-ISDN

1830

for example),

The network equirements that satisfy the
above functions arel97):

» Multicast network connections : Traffic from
one participant should be able to be forwarded to
multiple destinations. This is easily feasible in
[LAN environment, but difficult in WAN environ-
ment.

e Controlled Quality of Services for the connec-
tions : Bandwidth, delay and jitter are the main
components to control in real time services.

e last Call Setups : The connections and
participants should be added or deleted from the
existing conference in the shortest delay.

e The ahility to associate connections belonging
to the same conference : This is not supported in
todav's network architectures.

The system's requirements for real-time video-
conference services are :

e Real time multimedia {(audio, video) data com-
pression and decompression

o Iriendly user interface for the service users

e The ability to cooperate with the network
components to maintain the QoS targets,

[t is also noted that the system requirements
are dependent on the functions provided by the
network, 1.e. if the network provided only
point to point connectivity between systems, the
system should be capable of handling many

connections in parallel, and in real-time.

IIl. Protocol Architecture

The present day telecommunication networks
do not easily support the network functions ident
ified in the previous section. They are rather eas-
ily implemented in LAN environment though.
There can be two alternative approaches for the
design of the videoconference service in the con-
text of wide area-networks centralized and

distributed. In the centralized scheme, each par-
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ticipant's system talk to the centralized confer-

ence server located within the network for the

control and management of the conference call.

The call initiator also calls the server to request

the establishment of a conference call. Then the

server does all the necessary control and
computations required to set up the connections
in the network. The multimedia traffic from each
participant is fed to the centralized mixer that
mixes the incoming traffic to produce a combined
traffic  broadcast to all the conference
participants. The server and mixer are logically
separate ones, and they are physically separated
too in our scheme. This separation of data from
control 1s vary common in telecommunication
rlétworks, but rare in computer networks(see Fig.

2).

In the distributed scheme, there are no server
or mixer, Each participant can fully control the
conferences, and does the job of multimedia
mixing. The network only has to provide the con-
nectivity between the participants (point-to-point
or multipoint), This scheme has been popular in
the LAN context, but not so attractive econom-
cally and technically in the WAN context. There-
fore, we'll focus on the centralized approach from
now on, The merits of the centralized approaches
are identified at first.
¢ As the conference management(call, routing,

QoS control, billing, etc.) is carried out at the

server, the client’s application software is

largely simplified. Moreover the clients need
not know the network characteristics (capabili-
ties, status, cost etc.)

e The centralized setver easily handles group
managment (group creation, deletion, member-
ship control etc.), name service (address
resolution of shared resources, group address-
ing), and conference monitoring (number of ac-
tive participants, active connections, used

resources, and the conference owner for each

on-going conference).

* The server, knowing the network’s current
usage and congestion status, can compute the
optimal connection paths for the conference, in-
creasing the network's effective capacity and
improving the service performances at the
same time. However the optimal path compu-
tation is not necessary when the underlying
sub-network is capable of doing the compu-
tation and path set-up with its own network
database server (as in the intelligent
networking).

e By separating the control from the data. the
dynamic call and resource control is easily
achieved. The addition /deletion of partici-
pant /connection is a matter of a few control
messages in the control connection,

e By accessing the server, one can obtain the in-
formation on existing conferences. A new mode
of videoconferencing is possible in which one
browses therough the currently available
conferences (participants, duration etc.), and
enters into one that interests him.

* The centralized mixer allows efficient resource
sharing (mixing module needn't to be replicated
at every client), optimal use of network
bandwidth by multiplexing, sequenced packet
delivery by global event ordering, and fast
switching between traffic streams.

e When the number of conference participants
are large, or when they are dispersed geo-
graphically, it is possible to employ multiple
mixers 1n order to reduce the total bandwidth
in the network.

The most interesting point, however, is the
subnetwork-independence of the service architec-
ture. The switching and transmission elements of
the subnetwork in the centralized scheme does
not need to be changed or upgraded for service
introduction. The server and mixer does the

necessary emulations (mulicasting, synchroni-
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zation etc.). Thus with the rapidly evolving
wide area network technologies, the service
architecture 1s superior to the distributed one n
terms of network management and service inte
gration,

The overall centralized protocol model s
depicted in IFig.2. The protocol architecture 1s
composed of two separated planes @ control and
data. For the control plane, the server, the
muxer, and the participating clients execute the
conference contral applications at the application
laver(in the OS] sense) respectively. The data
plane is for multimedia traffic that flows follow
ing the client mixer chent path. The command -
responses are exchanged between the two planes
at the chents and the muxer. The commands
mainly come from the server, and the responses

also generally go back to the server for further

processing.
client(s) server mixer
nference conference
conlerence csp co sHp ores
- control . — — p] control lg. — — » coORtrO
- applicelion opplication appiication

TP-C -C I

r transport - - - "[ transport [ transpart

rnllwnrk "‘@.[ nelworkJ:[——ﬁJ‘( network I
[_ohysicat I ]

Fommand/ Centrol Plane command/
fFesponse response

applicalion applicetion

MSP
TP-1
transport leg . _ _ o - - — — —~ — — transport
- ~fgl - -
Dats Plane
CcsP Ctient-Server Prolocol
SHP Server-fixer Protocol

TP-C Trensport Protocol for Control
TP-M  Transport Proloco! for Huttimedie Data
HSP Multimedis Synchromization Protocol
Fig 2. Centralized Protocol Model for Videoconterence
Service
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In the control plane, a number of protocols are
required, The CSP (Client-Server Protocol) 1s
used to carry the conference call control infor-
mation at  the highest  level, The SMP
(Server Mixer Protocol) allows the passing of
connection information and mixing rules from the
server to the mixer. TPC(Transport Protocol for
Control) 1s a transport laver protocol providing
relible and efficient data transfer service to the
application laver above. Simplified versions of
OS] Transport Protocol Class 4 may be used for
this purpose. The network laver 1s dependent on
the underlving subnetwork. and 1s not included in
our protocol model which 1s independent of the
subnetwork's evolution,

fne the data plane, MSP(Multimedia Svnch
ronzation Protocol) 15 detfined. The
videoconference traffic 1s normally composed of
several media data (voice, video, data, graphics
oty The nonideal subnetwork may imtroduce
variable  bandwidth, delay and Jitter to the
channels used 1n the conference. The MSP
resolves the svnchromzation problem by means of
a simple delay adjustment algorithm (it 1s rather
an algorithm than a protocol 1 a strict sense,
however for the generalitv, we use the term pro-
tocol here). The multimedia traffic 1s error-con
trolled and flow controlled by the new TP-M
("Transport Protocol for Multimedia Data) which
is u simplified version of the proposed HSTP
{High Speed Transport Protocol). TP-M handles
the end to-end transport level QoS management
as well as the normal data transport.

The centralized protocol model will allow a
flexible yet efficient upgrade of the videocon-
ference service because the functions are resident
onlv on the end systems, not in the network
components  (switches, transmission systems

ete. ).
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IV. call Management Protocol

The conference management is carried out at
the server, clients, and mixer. The conference
call control is performed at three differenct levels
. conference, system, and connection. A confer-
ence is set up among a number of end-systems,
and each system manages a number of
connections that are terminated at it. Call control
at the conference level requires the complete
knowledge of the controlled conference, and this
1s very easily done when the control is done at a
central site(server in the centralized protocol
model). The control at the system level is
executed at each end-system participating in the
conference. The main function at the system-
level control is the grouping({association) of mul-
tiple connections for a conference and performing
operations on them as a whole. The control at the
connection level is performed at each system for
each connection separately.

The control messages flow over the control
channels that are setup in a point-to-point star
fashion(server-client, server-mixer) at the start
of a new conference or with the addition of a new
participant,

If we consider managing a call equivalent to
the management of informations associated to a
call as seen by the call controlling entity, it is
very important to define precisely the
informations that are controlled at each level ;
conference, system, and connection, The
informations are represented as contexts at the
corresponding level, so we have Conference Con-
text, Systemeontexg, and Connection-Context,

The contexts are defined as follows.

Conference-Context=(Conf-id, {Client[i]}, {Sys-
tem-Context|[i]})

System-Context ==(System-Context -id,
System-QoS-Context, {Connectionli}}, {Connec-

tion-Context[i]})
Connection-Context==(Connection-id,
Connection-QoS-Context)
System-QoS-Context=(Sync-Parameters, --+)
Connection-QoS-Context = ( Peak-Data-Rate,
Avg-Data-Rate, Delay-Bound, Loss-Bound,
Jitter-Bound, Cost-Bound, -++)

The Conference-Context is held and managed
by the central server in our model. The
System-Context is managed by each client (con-
ference participant), and by the mixer (which is
also a kind of end-system). The Connection-Con-
text is also maintained at each system for the
management of individual connections,

The Coinference-Context contains the confer-
ence identifier, the addresses of clients, and the
System-Contexts for the clients, In the System-
Context, its identifier, quality-of services con
cerning the group of connections terminated at
the system(such as Inter-connection synchro-
nization requirements), and the identifiers of the
connections for the system are present. The Con-
nection-Contexts are also identified in the Sys-
tem-Context, The  Connection-Context is
composed of its identifier, and the quality-of ser-
vice parameters for the connection. In our case,
QoS included the traffic description carried over
the connection, such as data rate, burstness etc.
It also includes performance parameters like de-

lay, jntter, loss bound etc. The relationship among

Server

Connection_Context
System_Conlext
Connection_Context

Cilent(s) Mixer

Conneclion_Conlext }

System_Context

Conneclion_Context )

Fig 3. Relationship among Contexts
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contexts 1s depicted in Fig. 3.

As the mixer 1n our case is treated as an
end-system, it has 1ts own System-Context, and
Connection-Contexts.

The call management protocols (CSP, SMP in
the model) are for the creation, modification, and
deletion of the contexts and their parameters. The
operations on the contexts and their parameters
can be classified into four distinct ones : Estab
lish, Release, Modify, and Status.

The Establish command 1s to request the cre
ation of the concerned context in the system.
The Release command 1s for the deletion of the
referred context. The Modify command 1s used
when the related context needs to be modified.
For example, the addition of a new client, de
letion of a client from the conference, addition /
deletion of connections, change of mixing rules,
change of QoS parameters etc. STatus signals are
generated from all participating entities to inform
others of its current status @ performance or con
nectivity., The information in Status i1s often the
source of subsequent Modify command whose aim
is to correct /adjust the abnormal conditions
reported in the Status signal.

Fig. 4 shows a typical scenario of a video
conference call. A client requests establishment
of a conference via the Establish(Conference
Context) command to the server. On receiving
this request, the server first identifies the desti
nation of the clients, and then sends Establish
(System-Context) to them and the mixer. On re
celving positive answers, the server now sends
Establish(Connection-Context) to the clients and
the mixer. If the connections are set up without
problems, the conference can now start. During a
conference, each system sends a Status signal to
the server now and the. And one can send Mod
ify(---Context) to the server, when it decides to
change the context, The server examines the

received Modify command, and then sends the

1834

Modify command to the related systems. The
Release(---Context) is treated in the same way.
The server i1s assumed to maintain a global top-
ology database and the actual link /system
usages. With that, it can compute the optimal
network path for the connections, How the paths
are set up depends on the underlying network’s
capabilities, What we need for the centralized
videoconterence protocol model to be effective s
point to point umdirectional network paths from
the chents to the muxer, and multicast
unidirectional path from the mixer to the clients.
The server calculates the optimal network paths
and passes the result to the clients /mixer in the
Establish(Connection-Context) command; 16",
This is sinular to the source routing method in
[LAN. However, when the network does not allow

source routing, the control of network paths can

Cllﬂ(s) Server Miyer

EM
Establ o o% Estoblis text)
e TN, e
{4) Derive Connections

Establ sh(Conn=CORTaNT) | Estedil ~ ¢
4)(_)/’__, stadlis )

\ﬁ\%

(§) poth set-up

path sel-up(

— | e

«/"”EKJ/”’/

Fig 4. Call Management Protocol : Example Scenario
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not be done using the Establish command. If the
server can send /receive control commands di-
rectly from/to the subnetwork components
(switches, gateways etc.) as In the case of intelli-
gent networks, the optimal paths can be set up

under the serever’s direct control,
V. Media Transport Protocols

The videoconference traffic flows are carried
over the client-to-mixer point-to-point conne-
ctions, and processed at the mixer according to
the mixing rules defined in the conference and
system contexts. Then the mixed traffic flows
back to the clients from the mixer over the
mixer-to-client connections. In the forward direc-
tion {(client-to-mixer), each client has several
connections (audio connection, video connection,
and data connection for example) defined under
the same System-Context. These connections are
terminated at the mixer, and the mixer performs
media mixing on the traffic of the same type
from the clients. Therefore, basic transport pro-
tocol functions are performed between the client
and mixer. The transport functions are heavily
dependent on the media type and mixing rules at
the mixer.

In the audio media case, assuming that traffic
is generated periodically at the sourcess
(clients), synchronization is required at the
receivers (mixer or clients). Simple forward flow
control (i.e. rate control at the source only) will
suffice for the traffic reguldtion, and no error
control is required. Audio signals are normally
combined (overlapped) at the mixer, and the
bandwidth for the mixer-to-client connection is
the same as that for each incoming audio connec-
tion to the mixer.

In the video media case, the overlapping of
signals 1s not desirable, and the mixing rules may

be a) passing a single video stream, b) passing

multiple video streams, or ¢) passing all video
streams from the clients, It is obvious that the
mixer-to-client video connection bandwidth 1s
proportional to the number of video streams we
want to distribute. In present day systems, each
client views the client who is holding the floor. In
this case the mixer passcs only the video traffic
for the designated client. The designation can be
done In many different ways : the loudest
speaker, token passing. voting etc.

The transport functions for the video media are
synchronization and forward flow control. No er
ror control is required as the wvideo traffic is
real-time,

For the data connections, the mixer should not
modify the contrents, and should pass all traffic.
Error control is required, but no synchronization
function in necessary. Flow control 15 new win
dow-based due to the asynchronous nature of the
data traffic.

From the discussions above, we need three
different types of media transport protocols for
the videoconference service : one for audio, one
for video and another for data. The simplified
High-Speed Transport Protocol (HSTPP)[ 14,15
1s sufficient for the first two types, and the sim
plified Transport Protocol(TP) Class 4 of 1SO
L10] is also suitable for the data connections.

As the videoconference service deals with &
large amount of real-time traffic from many
sources, It 1s important to distribute the control
functions at appropriate points in the network in
order to guarantee the specified QoS parameters
in the contexts. Fig.5 shows that the clients and
the mixer collaborated for QoS control employing
various techniques ; input rate control for
audio /video traffic at the traffic originators,
synchronization at the traffic receivers, window
flow control for data connection at the receivers,
and QoS /traffic status monitoring /reporting at
every point{8,17].

1835

www.dbpia.co.kr



sEHGEG S &R Lk Y312 Vol 18 No, 12

clients swilches mixer clients
{ 1 -
[ | AV »| oudic W
1.4 ) ¢ - .
audio ) mixer é
f 11 N
- - H . - video
video Q mixer é
[ L
dat H A fnni:aer A
ate I_l
- tnput rete - input rate - window
control control flow control
~ status check - status check - status check
~ sync - sync

Fig 5. Distribution of QoS Control Functions

We now turn to the mixer|[7.11]. Fig.6 shows
the internal structure of a mixer, particularly for
the audio /video connections. The traffic flowing
from the clients are buffered and synchronized
(see next section for details) after the mixing
module. The output of the synchronization mod
ule 1s again rate controlled before sending (to the
clients). For the synchronization, the related con
trol parameters are specified in the System Con
text, and the measured performances are signaled
back to the server for further processing if
required The mixing rules are also specified in
the System-Context, and the mixing module also
generates status signals, The rate control 1s eas-
ily done with a simple leaky bucket schemel 18]
whose parameters are given in the mixer's Sys

tem-Context too.

T audio
mixing Inter-connection

f

mixing output

A2n__| module
T

-
]

A3t __ ]

dats
mixing
A3n__] modute

Aln__| module Synchronization
T
az1] -
video

flow control

mixing rules
parameters

sync perameters
Aij = media j on connection i

Fig 6. Mixer Organization
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In the following informal statement, the mixing

rule is defined.

(Mixing Rule) :

input : Bl, B2, -+ Bn

output : case operation==pass single, then output
1s Bi,

case operation—pass-multiple, then output is 1Bil,

case operation=-pass-all, then output 1s {Bii,

i1

where the value(s) of 1 1s defined according to
the Context.

The selection of 1 can be done locally at the
mixer or by the message from the server over the
control connection. If the loudest speaker holds
the floor, the value of 1 comes from the audio
mixer to the video mixer for the display of the
speaker’s face to all. Token control or voting are
easily done by the server, but they are slower

than the local decision scheme.

It is preferable that the mixing module be
capable of ordering the incoming packets by their
generation time. For this purpose, various
algorithms have been proposed |7]. However, in
the videoconference application, it 1s not con-
sidered critical if packets are misordered by sev
eral time slots, and we simply mix the packets by

their arriving time to the mixing module,

VI. Media Synchronization Protocol

In the centralized protocol mode, the multim-
edia synchronization protocol is required between
the clients and the mixer, because the traffic
flow is altered (by mixing) by the mixer, This is
not the case in the distributed protocol model,
where the media synchronization is done on an

end-to end bhasis between clients,

www.dbpia.co.kr
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The media synchronization function is classified
in three different modes : intra-connection, in-
ter-connection, and inter-client. The intra connec-
tion synchronization is performed at the receiver,
to recover the original timing relations (at the
source) between successive pakets of a connec
tion, The intra-connection synchronization is
needed for the real-time-continuous media data
(voice and video). The inter-connection synch-
ronziation is to recover the original timing
relations  between  packets of  different
connections, This 1s performed between source
and destination clients for the parallel
connections linking them together. In the video
conference service, inter-connection synchr
onization is performed between audio, video and
sometimes data connections. The inter-client
synchronization 1s to recover the global timing
relations of packets from multiple sources. For
example, data packets are delivered in order, to
the receiver’s application by their global depar-
ture time at the sources,

When there's no global clock, and the network
delay between the source and destination is vari-
able, it is impossible to determine the global or
der of received packets. Hence, inter-client
synchronization is often omitted in the
videoconference wher global synchronization is
not absolutely needed.

The intra-connection synchronization scheme
we adopted for the videoconference is depicted in
Fig. 7. It is assumed that the variable length
packets are generated at every T seconds for the
continuous media. This is true fo the data com-
pression standards (JPEG, MPEG, and H261).
The problem here is how to ali'gn the arrived
packets with varnable jitter and delay so that
they are delivered to the application at every T
seconds exactly. In the proposed scheme, this is
achieved by introducing an artificial {intentional)

delay between the incoming packets (at point A

in the figure) and the application (B in the fig
ure) so that the sum of network delay and the ar
tificial delay is constant for all packets. The arti
ficial delay should be long enough to compensate
the maximum allowable jitter, and short enough

to avoid service degradation,

t
MM——»
s

/ 4 |
T T - T
* ¢ > # ‘ f' '{ |
-t
sampling > bl
AT
T period

4T intentional delay
a) Timing Diagram

sampling at
every T

,.,B._>upplicuuon

initia) trigger

b) Receiver Synchronization Block

Fig 7. Intra-connections Synchronization based on In

tentional Initial Delay

The intentional delay is not computed for
every packet. Instead, only the first arrived
packet in the receiving buffer is delayed by 4 7,
a value which may cover most jitters, The
subsequently arrived packets are sampled every
T seconds after the first one. In order to dis-
tinguish lost or late packets, sampling is
performed on the packets with correct sequence
numbers only. It is noted that the buffer length is
one or two in normal cases where the jitter is not
excessive. The value T and 4 T are passed to the
receiver via the control connection 1n our case,

The problem of a wrong 4 7 can be rectified by
monitoring the packet loss rate, and adjusting the
sampling time in Fig. 7 accordingly. If 4 7" 1s too
short, packet loss rate by the empty buffer will
be high, and inserting additional delay at B solves

1837
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the problem. If 4 7 is too long, the packet loss by
buffer overflow will be high, and this is solved by
shortening one sampling cycle at B.

For the inter-connection synchronization, a
similar scheme as shown in Fig. ¥ is proposed for
the wvideoconference service. The packets arriv
ing at the synchronization module with jitter
(Al. A2,--An) are first buffercd and then

sampled at regular intervals producing synchron

1zed packet streams at Bl, B2, --- Bn. Each con
nection performs intra-connection synchronization
independently with different sampling period T1,
T2,--- Tn. However., whenever packets between
connections need to be synchronized, they are
sent at the source at the same nstant with the
marker bit on in the header. The first packet on
each connection is alwasy marked, and the inten
tional delay i1s incurred only to one particular con
nection {reference connection). The other con
nections put the same amount of delay as their
intentional delay. In other words, the first sam
pling at the reference connection acts as the glo
bal trigger signal for sampling at all connections.
This permits the nitial syvnchronization between
connections, and each conncetion samples packets
with its own timing Ti afterwards until another
packet with marker is reccived. When a packet
with a marker is at the head of the conncetion 1's
buffer, and Enable(i) signal trom the buffer is
put to True. 1f Enable(r) signal at the reference
connection’s buffer is also True, The sampling
point Bi 1s resynchromzed to the first sampling
pulse of the reference connection after Enable(i),
AND. Enable(r) —True. Therefore the mter con
nection synchronization occurs only between
designated connections at designated instants.
This 1s very flexible in contrast to the previously
reported ones[12] that requires penodic syn
chronization. As in the case of intra connection
synchronization, a sequence number Is reqguired in

order to copy wth lost or late packets.
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The synchromzation parameters Ti, 47, QoS
are Informed to the synchronization module
through the control connection, The performance
of synchronization can be measured by packet
loss rate at the buffer, and the corresponding
connection’s bandwidth should be enlarged if the
loss s excessive, This adjustment can be done by

the Modify command,

marking marking
L3N BN N\ | I\ ey &y N I\ q -
- - - - ~ -
-~ - -~ - -~ -
-~ - - - - !
o ¥ f v f .
-
T AT
A2 L0008 (idle) Inis! inl - | -
- A - -
LR W R
oA - - b~
oot 18 (19 .
>
T2

a) Timing Diggram

Engble 1t
pegidd
connection l‘—m’>
(reference) applicetion
connection T”
Enable 2
trigger

At first packet, trigger=deley Enable 1 byAT
Otherwise, trigger = Enable 1.AND.Ensble 2, and
first pulise at B1

b) Receiver Synchronization Block

Fig 8. Inter connection Synchronization based on In

tentional Imtial delay with Marking

VI. Conclusion

In this paper, a centralized protocol model for
the videoconferce service in a wide-area-net-
work 1s presented. The proposed architecture is
composed of three distinct components : client,

www.dbpia.co.kr



server, and mixer. The central server handles call
management, resource allocation, and QoS control
in the centralized manner. The control signals
flow over the point-to-point control connections
between the server and the other components.
The multimedia traffic flows, however, on separ-
ate connections between clients via the mixer,
The mixer’s role is to merge the traffic from the
sources, and then produce streams to be
delivered back to the clients according to the
mixing rule identified in the conference request
command.

The protocols needed in the model are call con-
trol protocols (client-server, server-mixer), trans-
port protocol for call control data, media trans
port protocols (voice, video, and data). and me-
dia synchronization protocol{intra and inter-con-
nection), The conventional high-speed trans-
action processing system can be used for the ser-
ver, but for the mixer, a new system architecture
is defined.

In a practical implementation, the server may
be a physically separate one from the mixer, or
they can be implemented as one integrated cen-
tral system. However, the logical distinction be-
tween the server and the mixer should be
respected in any case. As the network size and the
number of conference participants grow, it s pre-
ferred to have multiple mixers in the network in
order to minimize the total cost and to have bet-
ter performances. The separation of the server
from the mixer is inevitable in a multi-mixer en-
vironment.

The proposed centralized protocol model is go-
ing to be experimented in the SMART(Seoul
Multimedia Advanced Research Testbed)[13], at
the Seoul National University., As the model's
main contribution is in the separation of data and
control, the experimental testbed will be built in
a LAN environment, with a WAN simulator(see
Fig. 9). The testbed is to demonstrate the feasi-

Simulated
WAN HMixer
) i
Ethernet LAN ]
LAN s
Monitor erver Client | . . .. Client

Fig 9. Architecture of Videoconference Testhed

bility of the protocol model, and to assess the
newly defined protocols’ peroformances.

The centralized protocol model is not absolutely
necessary when the network bandwidth 1s abun-
dant, and the client’'s data handling capacity is
enough to handle full mesh connectjons to other
clients, This approach is popular in the LAN con-
text, but will be very costly in the WAN context.
In the fully distributed protocol, the server's
functions will be handled by the call initiating cli-
ent. And the mixing is done by each client for the
received packets from all other clients, The me-
dia transport protocols, and the rmultimedia
synchronization protocol presented in this paper
can be easily adapted to the fully distributed

model,
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