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ABSTRACT

The various services that a broadband integrated services digital network (B-ISDN) carries,
have a wide range of delay, delay jitter and cell loss probability requirements. Design of appropriate
control schemes for B-ISDN is an extremely important and challenging problem,

In this paper, we propose multiplexing algorithms with both delay and loss priorities in order to
satisfy the diverse requirements,
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For the implementation of cell loss priority, we assumed that voice cells are generated as non-dis-

cardable(i.e,, high priority) and discardable (i.e., low priotity)cells. The low priority voice cell may

be discarded inside the network if congestion occurs.

The cell dropping scheme is shown to reduce cell losses as well as delays for both voice and data.

Such a load shedding scheme is expected to improve significantly utilization of B-ISDN.

I. INTRODUCTION

The Asynchronous Transfer Mode (ATM) en-
ables integrated transport of multiple bit rate and
bursty traffic types and realizes the gains of stat-
istical multiplexing. ATM thus offers dynamic
bandwidth allocation with a fine degree of granu-
larity. The various services that a broadband

ISDN (B-ISDN) network carries, have a wide ran-

ge of delay, delay jitter and cell loss probability
requirements (Quality of Service or QOS ruquire-
ments). For example, a voice packet has more
stringent delay requirements than data, while a
voice packet can tolerate higher loss probability
than a data packet. Thus, network operation in
order to provide guaranteed levels of QOS with
diverse requirements pose real challenge in traf-
fic control problem in ATM networks,

Design of appropriate control schemes for
B-ISDN is an extremely important and challeng-
ing problem. Some factors which make this a
challenging problem are:1) the different time
scales of dynamics in the network traffic, 2) dif-
ferent QOS requirements (QOSR) in several ser-
vices carried in B-ISDN, 3) a small time scales of
transient periods in the network, compared with
propagation delay. Thus, the feedback from the
network is usually outdated and any action the
source takes may be too late to resolve conges-
tion. Therefore, to guarantee a desired QOSR, a
set of control procedures at the various levels of
activity as described in ITU-TS Rec. 1.371 1], is
required,

To accommodate diverse QOS requirements,
we may nave either : 1) a single ATM cell trans-

fer service mechanism based on network dim-
ensioning in order to meet the most stringent
QOS requirement imposed on a certain type of
traffic, or 2) priority mechanism to discriminate
cell transfer service based on the disparate QOS
requirements. The first approach will result in
poor utilization of the network resources and may
provide QOS more than necessary for a set of traf-
fic types. This approach also makes it difficult to
find a proper control algorithm in order to meet
the QOS requirements for each traffic type, The
priority handling mechanism is more flexible ap-
proach and can take advantage of the diverse
QOS requiremnents for each traffic type.

In this paper, we propose a mixed scheduling
and buffer allocation algorithm in order to satisfy
the desired QOS. Such an algorithm can be in-
cluded in existing or new communication pro-
tocols. Typically, the QOSR in B-ISDN can be
expressed in terms of end-to-end delay and
end-to-end probability of cell loss. The basic prob-
lem is how to break down the end-to-end require-
ments to node-by-node requirements. In this pap-
er, we consider the case of a single node only. In
order to accommodate the diverse QOSR, we pro-
pose a mixed scheduling and buffer allocation al-
gorithm, In order to satisfy delay requirements,
we propose communication link scheduling algor-
ithms. Buffer allocation algorithms can be effec-
tively used for controlling loss requirements.

Section I describes priority control schems in
B-ISDN and investigates some works done for
them. In Section I, our traffic model is de-
scribed. Our proposed priority control schemes
are presented in Section V. Section V depicts
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the simulation model and resuits. Finally, conclus

ions are included in Section V1.

II. BACKGROUND

2.1 Priority Controi Schemes in B-ISDN

The main performance parameters for QOSR in
ATM network include cell delay, delay jitter and
cell loss.

Our main concern for the delay in this paper is
controllable queueing delay occurred inside ATM
network nodes. The cell delay jitter is not specifi
cally considered in this paper. The introduction of
delay priority will drastically decrease the
end-to-end delay jitter [2]. Routing can be decided
to minimize the propagation delay. In this paper,
we are also primarily concerned about the cell los
ses due to buffer overflows in ATM network nod-
es (1e., ATM switch,
concentrators). The cell loss probability thus can

multiplexer,

be defined as the ratio of the number of cell los-
ses (due to buffer overflow) to the sum of the
lost and successfully delivered cells.

As we have seen, the various services that a
broadband ISDN network carries, have a wide ran
ge of delay and loss probability requirements. Fir
st-Come-First-Served (FCFS) transmission of cel
Is, that is usually assumed in ATM multiplexing,
is not an optimal service discipline from the voice
user’'s perspective, since voice traffic can experi-
ence excessive delay when data traffic 1s heavy.
Recent results [3] show that the FIFO scheme
does not protect light users in the presence of
overload, and it does not protect normal users, to
extent that round robin does. Therefore, an ef
ficient priority service discipline needs to be dev-
ised to guarantee a QOSR of each class for the
priority services.

In an ATM network, even though a call is ad-
mitted to the network, the QOS requirements
may not be guaranteed due to ATM’s packer swit

hing nature. A conservative call admussion control
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policy will minimize the probability of cell level
congestion. However, this allows relatively low
loading on the network and could result in higher
level of connection blocking compared to a more
aggressie call admussion control policy. If an ag-
gressive admission policy is adopted, cell level
control tunctions such as link scheduling and buf-
fer allocation algorithms are critical to ensure
QOSR.

To meet the diverse delay and loss require-
ments of each traffic type, we can use priorities
between and within service classes. The priority
schemes can be used in two ways: one 1s to use a
priority mechanism as a scheduling method, i.e.,
queueing discipline (we will call this as priority
scheduling). and the other is to use it as a conges-
tion control method (we will call this as priority
scheduling). Thus, priority scheduling determines
the order of cell transmission while priority discar-
ding determines which cells are dropped when
buffer overflow occurs (in push-out scheme) or
when the total occupancy of buffer exceeds some
threshold (in cell discarding schemes using thres-
holds}. Thus, delay priority can reduce the cell
delay jitter of the real-time services. Loss pri
ority enables the network to reduce the loss of
critical information of a (data) service,

A lot of studies have been performed in order
to evaluate the performance of various time pri-
ority mechanisms (for example, see [4,5]). Delay
priorities studied in the literature include 1)
Head of the-line (HOL) policy: 2) limited policy:
3) gated policy: 4) round-robin policy: 5) alter-
nate service policy: and 6) other less significant
policies.

The HOL policy is the most common priority in
service disciphine. In this policy, customers queue
according to priority groups and are strictly sep-
arated on the basis of groups to which they be-
long. All queued cells of a higher priority group
are transmitted, before a lower priority cell is trans-
mitted. A limuted policy limits the maximum number
of transmitted cell, to k(k=1, 2, ---). In a gated
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policy, each class transmits all the cells that were
in its queue, when it is its turn to transmit.
A round-robin policy transmits cells from each
group periodically. It may be limited, gated or
alternate service policy. In alternate service pol-
icy, the server serves a single cell from one
queue, then one cell from the other queue.

Although the dorminant portion of a cell delay
in an ATM network is the propagation delay, a
delay priority discipline may reduce the cell delay
jitter and protects the time-sensitive services
against instant bursts of other traffic in the net-
work, If the delay requirements of the services of
a B-ISDN range from 1ms to a few tens of ms per
node, it has been shown [6] that a delay priority
discipline could potentially improve network util-
ization.

Typical loss priority mechanisms for systems
with two priority classes may be classifed into [7,
8]:

—Common buffer with pushout mechanism:
Cells of both priorities share a common buf-
fer. If the buffer is full and a high priority
cell arrires, a cell with low priority (if any is
available ) will be pushed out and lost.

—Partial buffer sharing: Low priority cells can
only access the buffer if the total buffer oc-
cupancy is below a given threshold. High pri-
ority cells can access the whole buffer. Par-
tial buffer sharing may be implemented with
common buffer {7] or separate buffer. By
adjusting the threshold, it is possible to adap-
t the system to various load situations.

-—-Separate buffer scheme: For different pri-
ority classes, separate buffers are used. This
mechanism is simple to implement. In this
scheme, by accommodating each type of traf-
fic in a separate queue, traffic enforcement
functions may easily be exercised (i.e., selec-
tive cell discarding scheme). We can also lim-
it the buffer size for delay-sensitive class (i.
e., voice) in order to limit the maximum de-

lay and larger buffer sizes may be assigned
for loss-sensitive class (i.e., data).

2.2 Literature Survey and The Background for The
Study

In (9], the authors compared four link schedul-
ing policies: 1) First Come First Served(FCFS),
2) Head of the Line (HOL) Priority, in which
real-time packets are given priority, 3) Minimum
Laxity Threshold (MLT) Policy, and 4) Queue
Length Threshold (QLT) Policy. Their results
show that the FCFS policy causes relatively high
losses for the real-time traffic, while providing rel-
atively low message delays for the non-real time
traffic, In their model, the real-time packets have
a fixed real-time constraint (deadline). A real-tim-
e packet which is not transmitted by the end of
its dealine, is assumed lost and removed from the
buffer, They assumed an infimte buffer for
non-real time traffic. Hence, the performance
metric for the real-time traffic is the percentage
of messages lost because of deadlines. The per-
formance metric for the non-real time traffic is
average delay.

The HOL policy is shown to reduce the per-
centage of real-time messages lost at the expense
of higher delays for non-real time packets.

In the MLT policy, priority is given to the
real-time traffic when the minimum laxity of the
real-time packets is less than or equal to a thres-
hold: otherwise priority is given to the non-real
time traffic. The laxity of a cell is defined as the
number of slots remaining before its deadline
expires. In the QLT scheme, priority is given to
the non-real time traffic when the number of
non-real time packets in the queue is above a
threshold: otherwise priority is given to the
real-time packets,

The MLT may be difficult to implement in an
ATM network, since it may require heavy proc-
essing at each switching node due to updating
the laxity of each real-time packet in every time
slot. However, the queue length is easier to work
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with, Therefore, it is concluded that QLT is more
practical than MLT due to its simpler implemen
tation

Head-Of-Line with Priority Jumps (HOL-PJ) is
proposed in [10]. In this scheme, each priority
class forms its own queue. When a packet has
spent a time in a queue, greater than the local de-
lay limit for that queue, it jumps to the next hig-
her priority queue. In [11], the the HOL priority
control mechanism is chosen as the time priority
control mechanism.

In the following section IV, our proposed schem-

es are presented. In [9], as we have seen, the aut
hors assumed that the real-time packets have a
local deadline at a multiplexing node. In our
scheme, we don’t assume that the real-time traf-
fic has a local deadline. In multi-hop communi
cation networks, even though a real time traffic
has been queued above a local deadline, this tr-
affic can be better served at other nodes. Thus,
there are still possibilities that the real-time traf-
fic which exceeded a local deadline, can be rec-
onstructed at the destination node,

Furthermore, our main concern for the non-real
time is probability of cell loss, in contrast with
the average delay assumed in [9]. In order to im-
plement the loss priortity, we assumed that voice

cells are generated as pairs of low and high pri-

ority cells, with the low priority ones being discar-

dable.

Our motivation in this paper is to devise an ef
fcient control mechanism for satisfying QOSR of
each traffic, based on both delay and loss priority
control mechanism. Priority control schemes 1n
B-ISDN are fundamentally related with the
QOSR problem and need further research since
they are not fully understood. Furthermore, the
domestic research results in this field is rare.

In the following section, we present our traffic
model used for the simulation study, for voice

and data arrival processes.
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Il. TRAFFIC MODEL

A B-ISDN network will carry traffic from a var-
lety of bursty sources. Such sources have differ-
ent characteristics in terms of bandwidth and
QOSR. To model such a network, we have to
characterize the cell arrival process to an ATM
node. Typically, cells originate from bursty sour-
ces and from other ATM nodes. Accurate model-
ing of the traffic in an ATM network becomes
very complex and difficult. The Poisson arrival
process was extensively used so far to model
non-bursty sources for conventional telecommurni-
cation and data networks. It is not appropriate
since 1t can not capture the burstiness which is
commonly occured in ATM networks. In this pap-
er, we use Interrupted Bernoulli Process (IBP) in
our simulation study.

3.1 1BP Model

In order to capture the burstiness of the arrival
process at each buffer, we model it as an IBP.
This discrete time process 1s more suitable to
model the current communication systems be-
cause the arrival and departure processes occur in
a discrete time slot. In I1BP process, the chain
alternates between the Active and Idle states. The
Active state corresponds to talkspurts(or data
transmission), while the Idle one corresponds to
silence duration (or no data transmission) in voic-
e (data) traffic modeling. During the active stat-
e. cells are generated. No cells are generated dur-
ing the idle period.

Given that the process is in active state, it will
remain in this state with probability p or it will
move to the idle state with probability 1-p in the
next slot. If the process is in the idle state, it will
be still in the idle state with probability q, or it
will change to the active state with probability
1-q. (See Figure 1.} In general, if the process is
in the active period, the stot will contain a cell
with probability «. In this work, we assume that

a == |,
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Figure 1. Two-State Markov Chain Diagram of IBP

Process

For a geometrically distributed period (active
state), arrivals occur according to a Bernoulli
cess. This period is followed bv another period (i.
e., idle state) which is also geometrically distrib-
uted, during which no arrivals occur.

The transition probability matrix of the IBP
process is given by:

p 1-p )

P:( (1)

1-p q
Let ma T denote the steady-state probability of

active and idle states, respectively.

From the steady-state equation TP=7, we can

obtain
1-q
A = —————
: 2-p—q
__1-p
L (2)

We note that Tra is the average bandwidth or
average rate of arrivals 4. In a different in-
terpretation, 7Ta 1s the probability that any slot is
busy (i.e., it carries a cell), It is equal to the
mean number of cells generated during the active
period. This is equal to the mean length of the
active period over the mean length of the silence
and active period.

Let d be the interarrival time between success-

ive cells, It can be shown that the generating fun-

ction, G(z), of the probability distribution of the
interarrival time is

z(p(1—-zq)+z(1-p)(1~q))
1—2zq

G(z)&E {z*} =

_ z{ptz(1-p—q))
1=2q (3)
From this generating function we can obtain
the mean interarrival time E{d} and the second
moment of the mean interarrival time E{d°} as
follows.

Ei{d}=G"(2) | = —2—RP7Q
I—-q

4-3(p+a)+q’+pgq
1-q)* (4

E{d®} =G (2) |1 +G(2) |-, =

From the above equations, we can obtain the
squared coefficient of variation of the interarrival

time, C', as
ct— Var(d) _ (p+q)(1—-p)
[E{d}Y] (2—(p+q))’ (5)

In this paper, we will use the parameter C’, as
a measure of burstiness, Other measures of bur-
stiness can be defined as [12, 13]:

peak bandwidth
average bandwdith

peak cell rate
average cell rate (6)

However, they are not accurate measures sin-
ce, for example, two calls with similar peak and
average rates have dissimilar traffic character-
istics [14]. The squared coefficient of variation of
the interarrival time has an advantage in that it
readily produces approximations that capture the
main qualitative behavior of variability (i.e., bur-
stiness) [15].

Using the same approach as in [15], we approx-
imated the aggregated voice and data arrivals
from the large number of sources with two par-
ameters, le., the average arrival rate and the
squared coefficient of variation of the interarrival

847
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times, C’. Note that by varying p and q from (2).
(5), we can alter the values of the mean arrival
rate 4, and of C’. In particular, we have

Table 1. C” in IBP Model

Py A c*

p—0,g—0|A=205]{C =0
p—0,¢g—41[A—=0 [CT1
p—1,qg—0{A—-1 [C?—0
p—1,¢go1[A205]C" > o0

From Table 1, we can see that as p — 1 and g
— 1, C' = «, Thus, the traffic becomes very bur-
sty. In this paper, the arrival rate 4 and C’ values
are assumed given, in order to get the mean cell
delay and the mean cell loss probabilities based
on some traffic characteristics. With the 4 and C
values for the arrival processes given, we can eas-

ily determine the p and g values as:

I s 7
1—4itc’
_ 1-24—p4
1—4 (7)

IV. THE PROPOSED PRIORITY CONTROL SCHEMES
IN ATM MULTIPLEXING

Since the performance objectives for the vart
ous services in B-ISDN will be greatly different,
we need link scheduling and buffer control mec
hanisms to satisfy these greatly different per
formance requirements. The (N1, N2) scheme we
proposed in this paper is similar in spirit to the
(T1, T2) priority scheme for the wide-band pac-
ket network proposed in [16], where a timer is
set to limit the maximum transmission time for

voice and data traffic.

4.1 Transmission Scheduling Algorithm
In this section, we propose a transmission
scheduling algorithm for priority service disci-

pline.
848

(N1, N2) Scheme: This algorithm falls in the cat-
egory of limited servicing process. N1 (N2) is the
maximum number of voice (data) cells which can
be transmutted in each cycle. We assume
non-preemptice service discipline. That is, once
service for the lower priority class has started,
higher class cells have to wait until the com
pletion of lower priority traffic transmission be-
fore their transmission, Whenever a queue is
exhausted, the service is switched to the other
class. Thus each traffic type is allowed to use any
available bandwidth that is otherwise allocated to
the other class. The values of N1, N2 can be
adjusted to control delay for voice and data. In
(NI, N2) scheme with a voice controller, the
threshold(s) is put to block the arriving lower
priority voice cells when the voice (data) queue
size is greater than or equal to Tv{Td).

In a fixed priority scheme, as long as the hig-
her priority queue 1s not empty, cells in that class
are served. When the higher priority queue bec-
omes empty, lower priotity cells can be served.
Most schemes studied so far in the literature as-
sume exhaustive service duscipline for higher
priority. This priority scheme will be advan-
tageous for continuous bit rate traffic service sin-
ce 1t will always have service priority. However,
performance for the lower priority classes may
become poor. When there is a large volume of
high priority traffic, the delay for the lower pri-
ority classes may become intolerably large.

However, in (N1, N2) scheme, cells in lower
priority class also have some chance to transmit
even if there are higher priority cells in the
queue, [n this regards, (N1, N2) scheme is a flex-
ible bandwidth allocation algorithm in that when-
ever one queue is exhausted the transmission 1s
immediately moved over to the other queue if it
has a cell waiting to be transmitted. The scheme
guarantees bandwidth to voice and data in the
proportion of their respective allocations, N1 and
N2, i.e., a minimum bandwidth of N1 - C/{(N1+N
2) for the aggregate voice traffic and N2 - C/
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(N1-+N2) for the aggregate data traffic, where C
is the transmission rate of the link,

4.2 Buffer Allocation Algorithm

We propose a simple threshold policy to sel-
ectively drop lower priority voice cells. The low-
er priority cells are only admitted when the total
occupancy of buffer is below the threshold(s).
This threshold policy is simple to implement and
has been shown to give near optimal perform-
ance[17].

Voice traffic becomes bursty when it is multip-
lexed using Digital Speech Interpolation(DSI) or
other methods of compression. In DSI, speech ac-
tivity detection (SAD) is done to detect talkspur-
ts /silence duration. Cells are generated only dur-

ing talkspurts. Such compression techniques caus-

e voice traffic to become bursty.

In cell discarding (CD) schemes, pairs of cells
are generated over two cell formation intervals:
the first cell carries the more significant bits of
all speech samples in the paired-cells and the sec-
ond cell carries the less significant bits [18]. The
first cell is identified as nondiscardable (i.e., high
priority), and the second cell is marked as discar-
dable (i.e., low priority) by appropriately setting
the cell loss priority (CLP) field in the ATM
header. When this bit is set (i.e., CLP==1), the
cell may be discarded inside the network if con-
gestion occurs. The packetization delay will be
increased, since cells are now generated in pairs.

In this paper, we propose a voice /data multip-
lexer in which voice cells are selectively discar-
ded during periods of congestion. All voice pac-
kets which are not discarded are served on a
FIFO, not a priority basis: hence, both low and high
priority cells experience the same average delay.

In the cell discarding scheme, voice quality is
expected to degrade gracefully when overloads
occur. However, the discarding of low priority cel-
Is contributes to improving the performance of
high priority (i.e., CLP=0) cells, Such load shed-
ding scheme is necessary in high-speed networks

because of the burst nature of traffic. The load
shedding provides the network with and inherent
resiliency to load surges, and may have only mini-
mal impacts on end services and applications if
the load shedding is done selectively [19].

4.3 Multiplexing Algorithm With Both Delay and Loss
Priorities

(N1, N2) Scheme with Cell Discarding : In this
algorithm, we use both priority service discipline,
based on (N1. N2) scheme in order to control
mainly delay QOSR and buffer allocation algor-
ithm using a selective cell discarding sc}.leme, n
order to control mainly loss QOSR. Therefore,
the capacity of a link is allocated according to the
{N1, N2) round-robin-like allocation mechansim,
The allocation of buffer is done according to the
buffer allocation algorithm, as we proposed in the
previous section (i,e,, threshold policy). In this
scheme, we have two cases: 1) when the thres-
hold is imposed only at the voice queue, 2) when
the threshold is imposed at both voice and data
queues. Voice cells are selectively discarded dur-
ing periods of congestion, Voice cells are dropped
based on its own backlog in case 1) and on bac-
klogs from either its own one or data queue in
case 2J.

In the next section, using this algorithm, we
will simulate an ATM voice and data multiplexer
in which voice cells are selectively discarded dur-
ing periods of congestion.

V. SIMULATION MODEL AND RESULTS

5.1 Model Description

The model proposed in this paper is too compli-
cated to study analytically. lience we rely on sim-
ulations. The simulation model chosen for the
ATM /SONET voice and data multiplexing consis-
ts of two separate buffers for voice and data, and
a single transmission line with or wothout a voice
controller. (Figure 2)
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Figure 2. Statistical Multiplexing Schemes with Both Delay and Loss Priorities

In our model, we have simultaneous arrivals
from multiple input ports. Therefore, we assume
that the multiplexer is fast enough to handle cells
even when all the input ports inject the maximum
number of cells on each buffer. During the ith
slot time, all arriving cells (say c¢) are admitted
to the queue if there are ¢ buffers available.
Otherwise, arriving cells which can not find a
free space are lost immediately.

For simplicity, a single node is modeled only.
This single node model can be used as a good es-
timator of end-to-end objectives. We have dis-
crete-time queueing systems with N input arrival
processes. The server is assumed to be slotted,
and the service time is constant and equal to 1
slot time. Service begins and ends at slot bound-
aries. Each arrival stream i1s also slotted with a
slot equal to a server slot. Without loss of gener-
ality, we assume a synchronous operation with
slot boundaries between input and output throug-
hout the simulation study. This assumtion 1s reas-
onable due to the synchronous operation of SON-
ET frame and the fixed cell size of ATM., We as-
sumed the come right in service strategy [20,21];
namely, a cell finding the buffer empty i1s im-
mediately served and removed from the buffer,

Our model can be characterized as follows:
—Two independent streams of voice and data ar-
rive at each buffer, according to an N-IBP pro-

850

cess with mean total arrival rate A and 4., re-
spectively. We assumed here that N=8 for voice
and N=4 for data (for the multiple input case).
—The ATM cell size is 53 bytes. The service
time is constant (i.e., 2.83 microsec) since the
cell length 1s fixed.

—The transmission link is slotted. One slot con-
The link capacity is SONET
STS-3c¢ rate (i.e., 155.52 Mbps). The data rate is
149.76 Mbps.

—Burstiness: We assumed 20 as the C* value of

tains one cell,

voice. (In [15], it is shown that the value of C* =
18.1 for the packet arrival process due to a single
voice source, ) The C values of data are assumed
as 1, 20, 50, and 100, in order to investigate the
effect of burstiness of data traffic type.

—The switchover time is assumed negligible for
the separate buffer scheme, since the switching
overhead time was considered the same as acces-
sing one cell from the memory to the next.

— The queue discipline is FIFO in each buffer.

5.2 Results

5.2.1 Single Input Models for Voice and Data

We first compared the performance of three poli-
cies for voice and data multiplexing in which we
have a single input for each voice and data, in or-
der to check the necessity of separate buffer
schemes. The three policies are: 1) First-In-Fir-
st-Out (FIFO) scheme, 2) FIFO scheme with cell
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discarding (CD), and 3) (N1, N2) scheme. In the
FIFO statistical multiplexing scheme with single
input for each voice and data, cells are served in
the order of arrival, Cells arriving in the same
slot are transmitted in random order. In FIFO
scheme with cell discarding, we assumed that
voice cells are generated with pairs of higher pri-
ority and lower priority cells as described in Sec-

tion IV. To find out how the cell discarding schem-
e works in the FIFO scheme, a threshold 15 impos-

ed on the buffer (we arbitrarily used 300 as the
threshold value).

Figure 3 is provided to compare the mean cell
delay of those three control schemes with a fixed
voice load at 0.3 of total link load. The voice buf-
fer size is assumed as 200 while data buffer size is
assumed to have 1000.(95% confidence intervals
for the simulations are calculated. Since they are
too small to depict, they are not shown in Figure
3.)

——a—  FIFO Scheme

—=—w=~~ FIFO Scheme with CD
wmm==  (N1,N2) = (10,5) Scheme
——e— (N1,N2) = (10,5) Scheme

Mean cell delay normalized by cell service time

400 -1
300 4
Loss sensitive class
200 4
behy sensitive class
100 -1
0 1 1 T
0.6 0.7 0.8

Offered Load ( Fixed Voice Load = 0.3)

Figure 3. Mean Cell Delay Comparison, C' = 50, Fix-
ed Voice Load = 0.3

In this figure, it is shown that the delay per-
formance for the delay sensitive class in (N1, N2)
scheme is much better than that of the FIFO
scheme. This is because N1 is much larger than
the data transmission allocation N2, in the (N1,
N2) scheme. Figure 3 shows that the delay per-

formance for the delay sensitive class is not much
affected by the increased data traffic amount,
Hence, in (N1, N2) scheme, voice traffic is well
protected when data traffic causes overload wher-
eas the voice delay rapidly increases under the
FIFO scheme. In FIFO scheme, we also found
that when the data traffic was more bursty the
voice performance degradation was much worse,
In FIFO scheme with cell discarding, the delay
performance shows improvement as offered load

increases.

5.2.2. Multiple Input Models for Voice and Data
5.2.2.1 (N1, N2) Scheme without CD

Table 2 depicts the effect of (N1, N2) value on
voice delay without the cell discarding scheme,

Table 2. The effect of (N1, N2) value on voice cel per-

formance (fixed voice load : 30%)

C? | % Load (N, N2)=(10, 5)
Mean Delay | Mazx. Delay
50 60 19.26 622.60
70 24.67 812.21
80 29.64 826.36
90 34.94 826.36
100 36.47 826.36
100 60 19.34 605.62
70 19.34 605.62
30 29.09 815.04
90 30.26 815.04
100 31.60 817.87
C* | % Load (N, N2)=(10, 10)
Mean Delay | Max. Delay |Cell Loss Prob,
50 60 28.30 891,45 0
70 41.14 931.07 4,3%x10°
80 55.47 984.84 1x10°
90 72.70 1129.17 2.3x10°
100 78.04 112917 2.5%10°
100 60 30.87 1129.17 1.8x10°
70 30.87 1129.17 1.8x10°
80 56.35 1129.17 6.7x10°
90 59.94 1129.17 6.7x10°
100 63.99 1129.17 1.5x10°
851
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This table clearly shows that the maximum voice
cell delay becomes more than 1 msec with (N1,
N2)=(10, 10) when C = 100 for data. Table 2
also provides cell loss probabilities when (N1, N2)
=(10, 10). There is no cell loss when (NI, N2)=
(10, 5) ir this case. Note that for fixed N1, N2
values, the maximum delay saturates when the
offered load exceeds some threshold value: this is
because in that case, maximum cell delay dep-

ends primarily on the buffer size,

5.2.2.2 (N1, N2) Scheme with CD

We experimented with the cell discarding
scheme for two cases: 1) when the threshold is
imposed only at the voice queue, ?) when the
threshold i1s imposed at both voice and data
queue, in order to investigate how we can trade
off the performance achieved by each traffic clas-
s, by adjusting the threshold parameters.

A) Threshold only at the voice queue

Table 3 provides the effect of dropping low pri
ority cells on voice delay when (N1, N2) = (10,5).
We can see that for the same conditions. voice
performance is considerably improved in terms of
mean and maximum delay compared with the no
cell discarding schemes in Table 2. The improve
ment is more noticeable in maximum delay.

Table 3. The effect of dropping low priority cells on

voice cell delay (time: usec, fixed voice load

13090
C? | % Load (50, 200)
Mean Delay Maximum Delay

50 60 18.37 33111
70 23.27 390.54
30 27.71 390.54
90 32.60 393.37
100 33.87 393.37
100 60 18.25 348.09
70 18.25 348.09
80 27.31 348.09
90 28.41 353.75
100 29,62 353.75

852

The probabhility of dropping low priority voice

cells for the (NI, N2) scheme, when the voice
load is fixed at 30% is provided in Table 4: it is
provided in Table 5, when the data load is fixed at
30%. In these tables, Tv is threshold parameter
at the voice buffer and K 1s the buffer size for
volCe,
We can observe a higher cell loss probability in
Table 5 than Table 4, since voice traffic is signifi-
cant, The cell loss probability decreases as the
value of the threshold, Tv, increases: since the
lower priorty voice cell will have less chance of
being dropped in higher threshold value.

Table 6 provides the effect of threshold value

Tv on mean and maximum voice cell delay.
As we expected, both the mean and maximum de-
lay are lower. with lower threshold value. The dif-
ference of mean cell delays between the schemes
with CD and without CD increases as load increas-
€es,

The effect of threshold value on mean data cell
delay, with varying voice load is shown in Figure
4, when (N1, N2) = (10, 5).

In this figure, K represents the voice buffer size,
This figure shows that there is much decrease in
data delay with cell discarding when a significant
source of traffic 1s voice. We also observed the
decrease 1n cell loss probahility for data with voice
cell discarding.

B) Thresholds at both voice and data queue

Figure 5 shows that we have a big improve-
ment 1n loss QOS requirments, when a threshold
1s imposed on the data queue as well as on the
voice queue.

In this figure, C' = 100 for data and (N1, N2)=
(10,5) are assumed. In this figure, K, represents
the voice buffer size and K. represents the data
buffer size. It 1s seen in this figure that the cell
delay and loss QOSR for data can be significan-
tly improved by mmposing the threshold at data
buffer so that data can influence cell dropping
controller based on its own backlog. The threshold
values at both voice and data buffers mav be
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Table 4. Probability of dropping low priority voice cells for (N1, N2) scheme
((N:, N.)=(10, 5), data buffer size=1000, fixed voice load : 30%)

C? | % Load (T, K)=(100, 200) (T, K)={50, 200)
Cell Loss Pr. 95% C.1 Cell Loss Pr. 95% C.1

50 60 2.3x10"" +1.1x10" 5.5x10 " +58x10°
70 3.5x10™" +1.4x10™ 76x107° |  +7.5x10"
80 45x10" +1.8x10™ 9.3x10° +8.8x10"*
90 6.1x10™" +2.1x10°" 1.1x10 ¢ +1.0x10™"
100 6.3X107" +2.1x10" 1.2x10 “ +1.1x107°

100 60 1.7x10™ +9.9x10°° 5.3x10™ +54x10™"
70 1.7x10™ +9.9x107° 5.3x10° +5.4%10°
80 3.6x10" +1.6x10" 9.1x10° +8.3x10™"
90 4.4x10™ +1.9x10° 9.5x10 +8.6x10"
100 4.6Xx107™" +1.9x10" 9.9x10 " +8.7x10*

Table 5. Probability of dropping low priority voice cells for (N1, N2) scheme
((N,, N2)=(10, 5), data buffer size=1000, fixed data load : 30%)

C* | % Load (T, K)={100, 200) (T, K)=(50, 200)
Cell Loss Pr. 95% C.1 Cell Loss Pr. 95% C.1
50 60 2.3x107" +1.1x10" 5.5%10™" +58x107"
70 9.5%10™ +25x107" 1.5x10° +1.1x10™
80 50%x10°* +51x10™ 3.7x10°° +1.8x10"
90 2.1x10° +1.3%x107° 7.8x10° +2.9%x107
100 6.4x10°" +2.8x10" 1.4x10" +4.4%x107
100 60 1.7x10™" +9.9x107 5.3x10" +54x10"
70 1.1x10™ +2.2x10™ 1.5x10 ° +1.2x10°
80 5.3x10° +54%x107 3.8x10° +1.9x10°
90 2.3x10°° +1.5%x107° 8.1x10° +3.1x10™
100 7.0x10° +3.2x10™ 1.5%x10" +4.8x107°

Table 6. The effect of dropping low priority voice cells on voice delay in (N1, N2) scheme
(N, N2)=(10, 5), fixed data load : 30%)
C? | % Load Without CD With CD

(100,200) | (100,200) | (50,200) | (50,200)
Mean Max., Mean Max, Mean Max,
100 60 19.34 605.62 19,23 492.42 18.25 348.09
70 30.87 815.04 30.31 543.36 26.94 365.07
80 54.09 846.17 50.22 588.64 40.00 441.48
90 101.13 846.17 82.73 693.35 56,36 486,76
100 205.93 846.17 130.78 846,17 76.04 730.14
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Figure 4. Effect of Threshold Value on Mean Data Cell
Delay
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Figure 5. The Effect of Imposing Threshold on Data
Buffer on Mean Data Cell Loss, (N1, N2) =
(10,5), C' = 100

tuned to meet certain QOSR. For example, when
voice traffic volume is very low relative to data,
then threshold value at data buffer can be set to
the (maximum) buffer size to protect voice traffic
from data congestion.

VI. CONCLUSIONS

In this paper, we defined our desired QOSR.,
854

They are delay QOSR and loss QOSR. Typically,
the QOSR is expressed in terms of end-to-end de-
lay and loss in B-ISDN. However, to simplify our
notation, we handled a single node only. Of cour-
se, if every individual node QOSR s satisfied, the
end to-end QOSR will also be satisfied. We have
proposed statistical multiplexing schemes with
both delay and loss priorities. To implement both
priorities, we have proposed separate buffers for
delay sensitive and loss sensitive traffics such
that we can efficiently control QOSR for the two
types of traffic. The capacity of a link is shared
between voice and data according to an (N1, N2)
round robin-like  allocation mechanism. The
scheme 1s dynamic in that it allows the different
traffic classes or VPs (Virtual Paths) /VCs(Vir-
tual Channels) to share the bandwidth with a soft
boundary. This scheme may also be used to com-
bine constant-bit-rate (CBR) services with vari-
able-bit-rate traffic, by adjusting the allocated
bandwidth. In order to implement the loss pri-
ority, we assumed that voice cells are generated
as pairs of low and high priority cells, with the
low priotity ones being discardable. The buffer al-
location strategy is based on a simple threshold
policy.

Our simulation results show that the cell drop-
ping controller, along with the (N1, N2) allo-
cation scheme works effectively to meet the dis-
parate QOSR for voice and data. The cell drop-
ping scheme is shown to reduce cell losses as
well as delays for both voice and data. It is found
that the performance for data can significantly
improved by imposing thresholds at both voice
and data buffers.

In high-speed networks, the packet arrival proc-
esses are expected to be bursty. Such arrival proc-
esses are not adequately characterized by simple
statistics, such as arrival rates, As a conse-
quence, static algorihms that rely on knowledge
of such paramenters are expected to perform poor-
ly in a high-speed environment. We have there-
fore to resort to robust dynamic algorithms, that
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do not ruquire knowledge of these statistics. Our
algorithms based on the threshold parameters will
be very efficient and very practical in such a
};igh—speed network environment, They will also
allow the network designer to explicitly tradeoff
the performance achieved by each trffic class, by
adjusting these threshold parameters.
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