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Dynamic Excitation Modeling Scheme Applied for
Variable Low Bit-Rate Homomorphic Vocoder
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ABSTRACT

In this paper, a new dynamic excitation modeling scheme is proposed. Based upon the proposed
excitation modeling scheme, two variable bit rate homomorphic vocoders are designed, whose aver-
age bit rates are 3.8 Kbps and 4.4 Kbps. The performance of the proposed excitation modeling
scheme is thén evaluated through the subjective listening tests. In the tests, the performances of
two speech coders designed in this paper are compared with the one of 4.8 Kbps homomorphic
vocoder designed by Chung and Schafer, in which conventional static excitation modeling scheme
applied. The subjective listening tests show that proposed dynamic excitation modeling scheme
improves synthesized speech quality while lowering the average bit rate of speech coders.
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1. Introduction

The use of analysis-by-synthesis in determining

Qe gtn AR gAY Az A7 the excitation signal has significantly advanced

Ip)cpartr_ncnt of Electronics quxnc;rnng, Digital Signal the state of the art in LPC vocoders [1, 2]. The
rocessing Laboratory, Inha University

& E R 94247 same principle has been adopted to obtain the ex-

#ZAF 19945 97 148 citation signal in the homomorphic vocoder, i.e.,

2479

www.dbpia.co.kr



SEEE SR Lt "94—12 Vol 19 No. 12

an exhaustive search procedure is used to deter-
mine the excitation by minimizing a perceptually
weighted difference between the original speech
and the output of the vocoder synthesizer (3, 4].
The systematic evaluation has shown that the
homomorphic vocoder model with analysis-by-
synthesis excitation can produce high quality syn-
thetic speech. In this paper, the homomorphic vo-
coder is further developed by applying a very ef-
fective excitation modeling scheme, called the
dynamic excitation modeling scheme.

After a brief review of previous work [3, 4] in
Section I, a new improved excitation model is
described in Section II. This new model emph-
asizes either the pitch dependent periodic nature
or the more random nature of the sound sources
depending on the state of each speech frame.
Since different voicing states result in different
excitation modeling, the classification of a given
speech block into a correct voicing state is 1m-
portant. The cepstrum(which is the basis for the
homomorphic vocoder) is used as a primary tool
for classifying a given speech segment into three
different classes each of which is modeled dif-
ferently. The voicing classification algorithm is
discussed in detail in Section M. In Section IV,
the proposed new excitation modeling scheme is
applied for the design of two variable bit rate
homomorphic vocoders whose average bit rates
are 3.8 and 4.4 Kbps. In Section V, the perform-
ance of the proposed excitation modeling scheme
is analyzed by performing the subjective tests on
the designed coders. In the subjective listening
tests, the performances of two speech coders
designed in this paper were compared with the
one of 4.8 Kbps homomorphic vocoder designed
by Chung and Schafer [3, 4], in which conven-
tional static excitation modeling scheme applied.
The evaluation results show that the new exci-
tation modeling method improves the perform-
ance of the homomorphic vocoder in low bit rate

coding environments. Finally, the conclusions of
the paper are given in Section Vl.
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Il. The Fundamental Vocoder Framework [3, 4]

The homomorphic filtering procedure which pro-
vides the vocal tract information in the homomor-
phic vocoder is depicted in Figure 1. Each block
of a pre-emphasized speech signal s(#n) is first
weighted by a Hamming window v(#»), and then
the corresponding cepstrum c{#) is computed by
applying the sequential operations diagrammed in
the upper part of Figure 1. The low-time cepst-
rum A(n) representing the vocal tract information
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Figure. 1. Homomorphic filtering for estimating the vo-
cal tract impulse response.
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s{n] : pre-emphasized speech

win] : perceptual weighting filter impulse response
y{n] : “weighted” speech

h(n] : vocal tract impulse response

gln] : “weighted” vocal tract impulse response
z{n} .. “weighted" synthetic speech

e[n] : excitation signal

Figure. 2. Analysis-by-synthesis method for obtaining
the excitation sequence e(#).
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is then extracted using a lifter /(n) :i.e., h(n) =
c(n)l(n) with

2, lsn<sm
(n)= .

0, otherwise, (1)
where g is less than the pitch period. Finally, ap-
plying the operations depicted at the lower part
of Figure 1, the impulse response k(z%) is derived
from the low-time cepstrum A(n). Observe that
the impulse response A(#n) is normalized automati-
cally because zeroth h(n) has the value of zero.
This impulse response represents the vocal tract
response during the time interval corresponding
to the input block of speech samples.

In the homomorphic vocoder developed by Chung
and Schafer [3, 4], the excitation signal e(n) is
determined based on the analysis-by-synthesis ex-
citation algorithm shown in Figure 2. The exci-
tation signal e(») is composed of the following
two parts: 81 fy,(n), where fy(n) is a zero-mean
Gaussian codebook sequence corresponding to in-
dex 7, in the codebook, and £:e(n—7,), which re-
presents a short segment of the past (previously
computed) excitation beginning ¥, samples before
the present excitation frame, i.e.,

e(n)=ﬁ1fyl(n)+ﬂze(n-—72). (2)

The perceptually weighted synthetic speech x()
corresponding to e(»n) has the form of

x(n) = B1x1(n) + Brxz2(n), (3)

where x,(n) =g(n)* fy,(n), x2(n) = g(n) % e(n—7,),
and g(n) =w(n)* h(n) is the perceptually weigh-
ted vocal tract impulse response, The weighting
of the speech signal and the impulse response
with the weighting filter w(n) before synthesis is
to improve subjective speech quality by concen-
trating the coding noise in the formant regions of
the spectral envelope [5, 6].

The optimum parameters, £, 71, 82, and ¥; are
determined pairwise in the following manner.

First, the parameters ¥, and #; are chosen by
minimizing the mean-squared error

Ey=Y |y(n)—Brxz(n) |2 (4)

For a given 72, the value of £, that minimizes the
mean-squared error in Equation (4) is given by

‘Y,.: y(n) x2(n)

S xin)

8= (5)

The optimum values for ¥, and #; are found by an
exhaustive search with values of ¥, restricted to
a finite range. Then the residual signal y;(n) =y
(n) — B2x2(n) is formed and the parameters ¥; and
B, are chosen by an exhaustive search of the
Gaussian codebook to minimze

E1=Z_, [3(#) = grxy(n) |2 (6)

As before, the value of 8 that minimizes the me-
an-squared error for a given codebook sequence

Srin) is

; yi(n) x;(n)

ﬁ1=w. (7)

At the synthesizer, each block of an excitation
sequence e(#n) is convolved with the correspond-
ing vocal tract impulse response k(n) to produce
the synthetic speech output $(x) using the over-
lap-add method [ 7].

. New Modeling Scheme of the Excitation
Signal

The excitation generator introduced in Section
II routinely searches through a fixed interval of
the past excitation signal, and then searches
through the Gaussian codebook without consider-
ing the state of the speech segment, i.e,, voiced
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Figure. 3. A speech segment of (a) voiced, (b) unvoiced,

and (c) mixed.

or unvoiced. [t is likely that this static excitation

modeling scheme is not the best way to describe

the nonstationary behavior of the sound sources.

Figure 3 shows three distinctly different types of

speech segments, namely, voiced, unvoiced, (in-

cluding silence), and mixed (including transient).

In the case of a voiced segment, the speech wave-

form is dominated by the quasi-periodic nature.

For an unvoiced segment, the speech waveform

appears to vary randomly. Finally, a mixed speech

segment has the quasi-periodic nature as well as

the random nature. Since three waveform segm-

ents are quite different from one another, in the

excitation modeling, it would be more effective to

emphasize either the pitch dependent periodic

nature or the more random nature of the sound

sources depending on the voicing state of a given

speech segment. This suggests the dynamic exci-

tation modeling scheme,
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3.1 The dynamic Excitation modeling

In dynamic excitation modeling, different exci-
tation modeling strategies are applied for the dif-
ferent calsses of speech sounds, i.e., voiced, un-
voiced, and mixed. For voiced segments, the ex-
citation signal e(n) is comprised of two sequences
selected from a time-varying queue of the past
excitation history, i.e.,

e(n) = Boe(n—",) + reln—")). (8)

This emphasizes the pitch dependent periodic na-
ture. In the unvoiced case, the excitation signal
e(n) is modeled by a Gaussian codebook sequence,

L.e.,
e(n) =B fr(n), (9)

emphasizing the random nature. Finally, in the
case of segments classified as mixed excitation,
the excitation e(n) is modeled as the sum of a
Gaussian codebook sequence and a sequence sele-
cted from the fixed interval of the past excitation

history, i.e.,

e(n) = Boe(n—") + B fr.(n). (10}
The memory of the past excitation history is up-
dated by whatever model is chosen during a given
excitation frame.

Since different voicing states result in different
excitation modeling, the classification of a given
speech block into a correct voicing state is im-
portant, The cepstrum has been successfully ap-
plied as a tool for voicing decision as well as de-
tection [8, 9,10]. Figure 4 shows the correspond-
ing cepstrums of the speech segments shown in
Figure 3. The periodic nature of the voiced speech
segment allows strong cepstral peaks, whereas
the random nature of the unvoiced speech seg-
ment does not reflect any strong cepstral peaks.
In the homomorphic vocoder, the vocal tract in-
formation is represented by the low-time cep-
strum and therefore the cepstrum is available
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Figure. 4. Cepstrums of ,speech segment of (a) voiced,
(b) unvoiced, and (c) mixed.

without any additional computation, Consequently,
a voicing classification method primarily based on
the cepstrum is adopted in our dynamic exci-
tation modeling system. The voicing classification
algorithm is discussed in the following.

3.2 The Voicing Classification Algorithm

Figure 5 shows a flow diagram of the voicing
classification algorithm suggested in this paper.
The state of the speech segment is first classified
into either periodic (i.e., voiced) or non-periodic
(mixed and unvoiced) based on the strength of
the cepstral peak value in the range 25<#%<100.
The cepstral peak position coincides with the
pitch mark. Thus, the cepstral peak search is
performed in the range 25<# < 100. This range is
adequate to include both female and male spe-
akers, If the value of this peak exceeds a thre-
shold 7, the segment is classified as periodic, other-
wise as non-periodic. The threshold T is switched

EXCEED T
?

DOES
ZERO-CROSSING

COUNT EXCEED Z;
?

1S
ZERO-CROSSING
COUNTLESS
THAN Z,
7

DOCES

ENERGY
EXCEED E
YES
VOICED UNVOICED MIXED
UNVOICED UNVOICED

Figure. 5. The voicing classification algorithm.

between two values T and T»(7T, > T») depending
on the state of the previous speech segment. More
precisely, the value of T, is used as a threshold if
the previous state is non-periodic, whereas the
value of T is used as a threshold if the previous
state is periodic. The size of FFT used is 512.
Values of T1==0.3 and T»=0.2 yields good per-
formance.

Non-periodic segments are further classified in-
to either mixed or unvoiced (also include silence)
based on the zero-crossing count and the energy
of the original speech segment. If the zero-cross-
ing count either exceeds a threshold Z;, or does
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not exceed a threshold Z; (Z, > Z;), the segment
is classified as unvoiced. If the zero-crossing
count lies in between Z, and Z,, the energy of the
block is computed. If the energy of the block
exceeds a threshold E, the state of the speech
block is classified as mixed. Otherwise it is classi-
fied as unvoiced.

When the misclassification of voicing happens,
the corresponding excitation blocks will be model-
ed less effectively. However, less effectiveness
does not mean no modeling, since each excitation
block will be modeled anyway using one of the
three types. The worst misclassification would be
the classification of a voiced block as unvoiced
one. In this case, the excitation block will be mo-
deled very poorly, but the chance of this misclas-
sification occurring is very slim. The most prob-
able misclassification would be the confusion be-
tween the voiced and mixed blocks. In these cases,
however, the excitation modeling will be switched
from one to the other between the two excitation
types given in Equations (8) and (10). Thus, in
these cases, the misclassifications would not be
serious.

Table 1 shows the ratio among the speech seg-
ments of voiced, unvoiced, and mixed for a total
of 4,092 speech segments (160 samples long each)
collected from four different speakers (three ma-
le, 1 female, 11 sentences/speaker). The ratio shows
that almost half of the total speech segments are
unvoiced (including silence). Since a large port-
ton of speech signal is unvoiced, and since un-
voiced segments are represented by a single Gaus-
sian codebook sequence in the dynamic excitation
modeling, a significant savings in bits for repre-
senting unvoiced segments can be derived, while
maintaining the synthetic speech quality. Indeed,

Table 1. Ratio among the speech segments of voiced,
unvoiced, and mixed.

number of segments ratio |
voiced 1732/4092 0.423
unvoiced 1977/4092 0.483
mixed 383/4092 0.094
2484

in the next section, two variable bit rate homo-
morphic vocoders whose average bit rates are 3.8
and 4.4 Kbps are designed, using the proposed
dynamic excitation modeling scheme,

V. Design of Variable Bit Rate Homomorphic
Vocoders

To verify the performance of the dynamic exci-
tation modeling scheme, 3.8 Kbps and 4.4 Kbps
homomorphic vocoders are designed. The perfor-
mances of these two variable bit rate coders will
be compared with the one of 4.8 Kbps fixed bit
rate homomorphic vocoder, designed by Chung
and Schafer [3, 4], in which the excitation was
modeled using the scheme introduced in Section
Ii.

First, the cepstrums are coded using the vector
quantization scheme. Since the voicing state is
classified into three different classes, and since
the spectral characteristics of each state are very
dissimilar, the codebook used to code the low-time
cepstrum is composed of three different groups
for three different voicing states, i.e., voiced, un-
voiced, and mixed.

To design the codebook, first, 4092 cepstral tra-
ining vectors were obtained from 44 utterrances
(3 male, 1 female, 11 utterances/speaker) by perfor-
ming the vocal tract analysis for every 160 sam-
ples long speech block. Then, the cepstral training
vectors were classified into three different subsets
using the voicing classification algorithm discus-
sed earlier, and then each of the three different
subsets was used to design a sub-codebook. The
Euclidean cepstral distance measure was used as
a distance measure, and the maximin-distance al-
gorithm was used to provide the initial sub-code-
books [11]. The number of training vectors in the
subsets are summarized in Table 1.

From the training data, a cepstrum codebook
represented by 12-bits was designed. The first re-
gion of the codebook having 1,732 entries is used
for the voiced speech segments. The second re-
gion is used for the unvoiced speech segments,
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and has 512 entries. The last region has 256 en-
tries, and used to code the cepstrums of mixed
speech segments. Since the codebook is compo-
sed of three sub-codebooks, by arranging the sub-
codebooks sequentially the search for the best
codeword can be restricted to the particular sub-
codebook depending on the voicing state.

Two different systems have been designed.
Table 2 shows the bit allocations used for the
first system. The maximum bit rate is 5.6 Kbps
when the voicing state is mixed, and the mini-
mum bit rate is 3.2 Kbps when the voicing state
is unvoiced. The average bit rate is about 4.4
Kbps.

Table 3 shows the bit allocations used for the
second system. The maximum bit rate is 4.8 Kbps
when the voicing state is either voiced or mixed,
and the minimum bit rate is 2.667 Kbps when the
voicing state is unvoiced. The average bit rate is
about 3.8 Kbps.

In the case of a voiced segment, the scale fa-
ctors B, and 8 were quantized separately using
non-uniform scalar quantizers. The locations %
and ¥; were coded separately. For the unvoiced
case, the gain parameter § was quantized using
an APCM coder introduced by Jayant [12]. In
the case of a mixed segment, the scale factor &
was coded using a non-uniform quantizer, and the
gain parameter 8, was quantized using an APCM
coder.

Computer simulations were conducted to evalu-
ate the performance of the designed homomor-
phic vocoders. The simulations showed that the
quality of the synthetic speech synthesized using
the dynamic excitation modeling was superior to
that of the homomorphic vocoder which uses fix-
ed form of excitation pattern (see Section II). The
variable bit rate vocoders designed in this section
will be tested subjectively in the next section.
The designed two 3.8 and 4.4 Kbps homomorphic
vocoders will be denoted as VBHV_3.8 and VBHV
_4.4, respectively.

V. Performance Evaluation

For the subjective evaluation of the variable
bit rate homomorphic vocoders designed in Sec-
tion IV, a variation of the Paired Acceptability
Rating Method (PARM) was used as a subjec-
tive quality measure [13, 14]. The PARM measure
is an isometric speech quality measure in which,
the listeners rate the perceived speech quality of
a set of speech communication systems on a scale
of 0 to 100. The PARM test involves the com-
parison of all possible pairs of systems in that
PARM module, The test begins with the presen-
tation of the high and low anchors of the PARM
module and their corresponding scores, The syn-
thetic speech from a pair of systems is then
presented to the listeners, and the listeners are

Tabie 2. Bit allocations used for 4.4 Kbps homomorphic vocoder,

Bits/Frame Samples/Frame Bit Rate
cepstrum B /A Yo "N excitation | cepstrum Kbps
voiced 12 5 5 7 7 40 160 5.4
unvoiced 12 5 0 8 0 40 160 3.2
mixed 12 5 5 7 8 40 160 5.6
Table 3. Bit allocations used for 3.8 Kbps homomorphic vocoder.
Bits/Frame Samples/Frame Bit Rate
cepstrum Ao A Yo " excitation | cepstrum Kbps
voiced 12 5 5 7 7 45 180 4.8
unvoiced 12 5 0 7 0 45 180 2.667
mixed 12 5 5 7 7 45 180 4.8
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asked to rate each sentence on a score of 0 to
100. The high and low anchors have fixed scores
of 80 and 20 respectively, and the anchors are
presented to the listeners at the beginning and
periodically during the test,

In our subjective tests, an undistorted original
signal was used as the high anchor. The low an-
chor was a heavily distorted synthetic speech sig-
nal produced by a homomorphic vocoder using a
Gaussian random ensemble as the excitation. For
the tests, 16 untrained listeners participated in the
subjective tests.

The test consisted of the three fully quantized
homomorphic vocoders besides the high and low
anchors, Among the three vocoder systems invol-
ved in the test, two of them were the variable bit
rate homomorphic vocoders designed in Section
IV, namely, VBHV 3.8 and VBHV_4.4. The last
coder included was a homomorphic vocoder oper-
ating at the fixed bit rate of 4.8 Kbps. Let’s de-
note the coder as FBHV 4.8, The coder was de-
signed according to the description in Section 1I.
The coder FBHV 4.8 was used as a reference for
measuring the performance of VBHV 3.8 and VBHV
_4.4 vocoders. The bit allocation of FBHV 4.8 is
shown in Table 4. The parameters of FBHV 4.8
were quantized according to the schemes introdu-
ced in Chung and Schafer [3, 4]. A sequence of
12 cepstrums was vector quantized using a 256 size
full search codebook designed using Euclidean
cepstral distance measure, Each of the two exci-
tation gain parameters 8y and 8, was coded using
a 4-bit APCM coder.

The mean score and corresponding standard de-
viation for each of systems are summarized in
Table 5. The level of significances (or confiden-
ces) among the systems are tabulated in Table 6.
Each entry indicates the level of significance of

the system at the top row of its column with re-
spect to the system at the leftmost column of its
row. Several observations can be made from the
test results, First, the coder VBHV_4.4 received
the highest score 54.5 which was higher than the
one received by FBHV _4.8. The level of signifi-
cance of the difference between the means of the
systems VBHV_4.4 and FBHV_4.8 is 0.55. Sec-
ond, the coder VBHV 3.8 scored 51.4 which was
slightly lower than the score of FBHV _4.8. The
level of the significance between the systems
FBHV 4.8 and VBHV 3.8 is 0.60. Consequently,
we can conclude from the test results that the
dynamic excitation modeling is a very effective
scheme to lower the average bit rate while main-
taining the level of speech quality.

Table 5. Subjective test results,

e Average Score | Standard Deviation
High Anchor 74.8 - 6.9
VBHV_4.4 54.5 6.2
FBHV 4.8 J 53.7 5.6
VBHV 38 51.4 6.8
Low Anchor L 25.0 i 4.6

Table 6. The level of significances of the systems for
the subjective tests,

[ HIGH [VBHV 44]FBHV 48] VBHV 338

VBHV_4.4

S0 ' 5 O ._}‘__,v,__

FBHV. 48 L

| VBHV 38| 060 4 |
LOW | 10 | 100 ! 100 1.00

VI. Conclusions

In this paper, a new excitation modeling scheme
was proposed. This new model emphasizes either
the pitch dependent periodic nature or the more

Table 4. Bit allocations for FBHV_4.8 kbps homomorphic vocoder,

Bits/Frame Samples /Frame Bit Rate
cepstrum ! B B i Yo " excitation L cepstrum (Kbps)
8 4 4 77 40 | 160 4.8
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random nature of the sound sources depending on
the state of each speech frame, Based upon the
proposed excitation modeling scheme, two vari-
able bit rate homomorphic vocoders were design-
ed whose average bit rates are 3.8 Kbps and 4.4
Kbps, named VBHV_3.8 and VBHV_4.4, respect-
ively. To evaluate the performance of the pro-
posed excitation modeling scheme, the subjective
tests were performed on the designed vocoders.
The subjective tests included three coders. Two
of them were VBHV_3.8 and VBHV_4.4 designed
in this paper. The last coder included in the test
was the 4.8 Kbps fixed bit rate homomorphic vo-
coder which was designed by Chung and Schafer
[3, 4], named FBHV_4.8. The coder FBHV 4.8
was used as a reference coder to measure the per-
formances of VBHV_3.8 and VBHV_4.4 coders,
The test results showed that VBHV_4.4 coder
performs better than FBHV_4.8. Also, the test
results indicated the mean score achieved by
VBHV_3.8 was slightly lower than that of FBHV
_4.8. Consequently, we can conclude from the test
results that the proposed dynamic excitation model-
ing scheme is very effective to lower the average
bit rate while improving the quality of synthe-
sized speech signal,
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