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The Segmented Tree Setup (STS) Protocol:
A Faster Tree Setup Protocol based on the LPID Scheme
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ABSTRACT

In providing multipoint connections among group members, multicast tree approaches (shortest path trees and minimal Steiner
trees) are known to be the most efficient ways. Segall et. al. pointed out that the size of a routing table can be reduced by advocat-
ing the Local Path IDentifier (LPID) scheme and proposed a reliable multicast tree setup protocol based on the LPID scheme.
However, their protocol has a defficiency like a long tree setup delay, due to the sequential property of the protocol.

In this paper, we propose an improved tree setup protocol called the Segmented Tree Setup (STS) protocol based on the LPID
scheme, whose main objective is to reduce the time for establishing a multicast tree. Our protocol adopts the concept of segmenta-
tion by which the maximum delay of a tree setup is bounded to approximately three times the longest among the shortest delays
from the tree setup initiator (which is called the originator) to the rest of the nodes in the tree. Also the analysis of the STS protocol
performance is provided.
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[ . Introduction

In recent years, Broadband Integrated
Services Digital Networks (BISDNs) and its
applications have been extensively studied (2.
6. 10). Those applications which are expected
to be promising over BISDNs are group-based
multimedia applications like video conferenc-
ing (7. 8 14}. Multicast tree approaches have
been recognized as the most efficient ways of
establishing multicast connections among
group members (4. 9).

Some of the most common characteristics of
the multimedia applications are constant high
bit rate and real-time traffic, which might
require multiple number of multicast trees
for one multicast group (1). Intuitively, we
know that more routing table entries are
demanded in multiple multicast tree schemes
and it is undesirable to have a large number
of multicast trees especially in a large net-
work since maintaining a routing table is too
costly. As Segall et. al. point out in (15, 16],
by advocating Local Path I[Dentifier (LPID)
based routing table scheme. the routing table
size can be reduced. The LPID is similar to
Virtual Path Identifiers/Virtual Channel
Identifiers (VPIs/VCIs) of Asynchronous
Transfer Mode (ATM) networks, since
VPIs/VCIs do not have end-to-end meaning
(3. 12). Hence we may expect the LPID-based
multicast tree setup protocol to be utilized in
ATM networks.

Segall et. al. propose a multicast tree setup

protocol based on the LPID scheme in 16]
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(from now on. we call Segall et. al.’s tree
setup protocol the SBO protocol). The SBO
protocol establishes a multicast tree in a
sequential manner starting from a node (the
originator). which initiates the tree setup
process, along the tree, which results in a
long delay. However, in some cases, a multi-
cast tree is required to be established as fast
as possible. For instance, remotely-located
members of an organization may want to dis-
cuss a very urgent matter via a teleconfer-
encing system. Therefore. we propose a faster
tree setup protocol. the Segmented Tree Setup
(STS) protocol. which segments a given tree
and uses the LPID scheme. We can bound the
tree setup time to three times 4 by chopping
up a tree into several segments (here, a seg-
ment is a subtree of a given tree) such that
the maximum delay from the originator to
any one in the segment is less than or equal
to 4.

In Section I, we describe two routing table
schemes, the GPID and the LPID schemes.
and the shortcomings of the SBO protocol and
provide our motivations and objectives.
Section I describes how a multicast tree is
divided into segments. The STS protocol is
proposed in Section V. And the performance
analysis of the STS protocol is presented in

Section V. Section VI concludes this paper.
I. Problem Description

There are two types of routing table
schemes, the Global Path IDentifiers (GPID)
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scheme and the Local Path IDentifiers (LPID)
scheme {11). In the GPID scheme, all links of
a tree are labeled with the same identifier,
and this name is unique in the entire net-
work.

The LPID scheme uses names with only
local meaning. When a packet reaches a
switch node, the label in its header is used
for copying the packet to all outgoing links
that match this label. Then, before the pack-
et is transmitted to the adjacent node, the
label is swapped with the label that is desig-
nated for this tree by the adjacent node.
Figure 1 shows an example of how the LPID
scheme works. In Figure 1, a circle with a
capital letter means a network node and a
box with a lower case letter an end node. The
solid lines are those links included in the
tree. Each box consisting of two small boxes
represents a routing table entry. A number

next to an entry implies the LPID chosen by

Figure 1. LPID entries for a given conversation

that node for the conversation. And the num-
ber in the left small box of the routing table
entry indicates whether the corresponding
link is part of a given tree. 1/0 implies the
link is included/not included in the tree. The
right small box of the routing table entry
contains the LPID used for this conversation
by the node at the other end of the link.

In (16]), Segall et. al. propose a multicast
tree setup protocol using the LPID scheme.
The SBO protocol consists of three phases,
START, REPLY, and CONFIRM. The origina-
tor sends out START messages to its children
on that tree along with the whole tree infor-
mation. Once each child of the originator
receives a START message, it selects an
available LPID for that tree and sends down
a START message to its children along with
the tree information and the chosen LPID.
This process continues until every end node of
the tree receives a START message. If an end
node receives a START message from its par-
ent, it selects an LPID and sends back a
REPLY message with its own LPID informa-
tion. Each node sends up a REPLY message
to its parent with its LPID, once it receives
REPLY messages from all of its children.
This continues until the originator receives
REPLY messages from all of its children.
Then the originator sends CONFIRM messages
to its children in order to inform that the
tree has been set up. Each node in the tree
do the same when it receives a CONFIRM
message and can begin to multicast its data
on the tree. Therefore, the SBO protocol suf-
fers from a long delay to set up a multicast
tree. The worst delay experienced by using
the SBO protocol is three times the depth of
the tree.

In this paper, we propose a tree setup pro-
tocol, the Segmented Tree Setup (STS) proto-
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col, whose objective is to reduce the tree
setup time. The STS protocol is based on the
LPID scheme and divides a given multicast
tree into several segments such that the tree

setup time is bounded to three times 4.
l. Description of the Segmentation

Due to the fact that an LPID is selected
locally at a site and used by only itself and
its neighbors (parent and children) in the
tree, the sufficient condition to establish a
tree correctly is for each node in the tree to
receive its neighbors” LPIDs successfully.
Hence. the smallest unit of the tree setup is
a node and its neighboring nodes in the tree.

Based upon this reasoning. we divide a
multicast tree into several segments in which
at least the smallest unit of the tree setup is
kept and each segment works as if it is an
independent tree (i.e., each segment is set up
independently of other segments). However,
it is inevitable for some nodes in a segment
to send/receive LPID information to/from its
adjacent segment(s).

In the SBO protocol, nodes are classified
into two types. network nodes and end nodes.
The end node which initiates the tree setup
process is characterized as the originator. By
adopting the concept of segmentation into a
tree setup protocol. network nodes are to be
categorized into several virtual node types.
i.e.. root, middle., and boundary nodes.
according to their locations/roles in a seg-
ment. The following is the description of vir-
tual network node types:

Root Node The root node of a segment is
the network node which directly interacts
with the originator.

Middle Node Those network nodes which are

neither the reot node nor boundary nodes are
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middle nodes of a segment.

Boundary Node Boundary nodes of a segment
are network nodes at the bottom of the seg-
ment and are also included in its adjacent
segments as the parents of the adjacent seg-
ments” boundary nodes.

For the sake of formality, the following
notations are used:

G - a network, G = (V, E), where V
is the set of nodes and E the set
of edges in G. €; ¢;;E if nodes
i, j are adjacent

T © a multicast tree, T = (Vy, Ep),
where Vy is the set of nodes and
Er the set of edgesin T

Or © the originator of the tree setup
protocol

S " the set of segments of T

S © the ith element of S, for | =1

to [S|. s; is the set of nodes and
s the set of edges in 5, Vy= U;

s;"and Er = U; s7

R © the set of the roots of S

r; © the ith element of R, i.e.. the
root of s;

8:(n;, n) : the shortest delay from n; to n;

in G, where n;, ngVr

Or(n;, n) © the shortest delay from n; to n;
in T. where n;,, ngVy

4 .4 =max 0,(0r, ny), vnEVy

D © D= max 0:(Or, n). vn&EVy

o.(0r. ) 2 80r. r) = 8,0r, r), where r is
the root of segment s

3.(0r, n) @ 6(0r, n) = 8,(0r. r)+0x(r, ny,

where r is the root of segment s
and n;ss”
d4n;, n)  8(n, ny =8xn;, n). where n;, ngE
o
The algorithm for the segmentation works
as follows.

(Step 1): Let a given tree be T.
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(Step 2): Find a core segment s which covers
the lowest level node with the
largest number of nodes in T. Let
Tya =T and T = Tog - s.

(Step 3): Adjust s such that T is not parti-
tioned and the adjusted s is as large
as possible.

(Step 4): Repeat (Step 2) to (Step 3) until T
becomes null.

At (Step 2), a core segment rooted at node
n; consists of the nodes nj's in T whose 8;(Or,
n)+0p(n;, np) is less than or equal to 4. At
(Step 2). if there are more than one lowest
level nodes, the core segment which covers
the largest number of the lowest level nodes
is chosen. If there’s a tie, that one which
covers the largest number of nodes is select-
ed. At (Step 3). s is modified such that the
number of links in T, not belonging to
either T or s is 1. Once a core segment is
formed, a segment can be made from it by
combining the core segment and its boundary
nodes which are adjacent to the core segment.

The example of performing the segmenta-
tion algorithm is shown in Figure 2. In this
example, delay is assumed to be measured in
terms of the number of hops. Or is node e, 4
=4, D=6, and the node at the lowest level is
node b whose level is 6 assuming that the
level of Or is 0. At the first iteration, since
only the core segment 1 rooted at node B cov-
ers node b, the segment 1 is chosen and has
nodes A, B, C, a and b as non-boundary
nodes, and D and f as boundary ones (in
Figure 2, this core segment 1 is surrounded
by a dashed line). However, the core segment
1 partitions T. so it is adjusted such that T is
not partitioned. The adjusted segment 1 has
non-boundary nodes A, B, a and b, and a
boundary node C (in Figure 2, this adjusted

core segment 1 is surrounded by a dotted line).
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Figure 2. Example of the segmentation

At the second iteration, the core segment 2
rooted at node e covers T. hence, in this

example, two segments are generated.

V. The Segmented Tree Setup (STS)
Protocol

The STS protocol consists of three phases
like the SBO protocol, which sends START,
REPLY, and CONFIRM messages in that
order. What differentiates the STS protocol
from the SBO protocol is that in the STS pro-
tocol the tree setup operation is carried out
concurrently in segments almost independent-
ly of one another.

The STS protocol is presented in Figure 3.
At the beginning. if an end node receives a
tree setup request message from its higher
layer with the multicast tree information, it

becomes the originator and performs the seg-

2001

www.dbpia.co.kr



244

MEBLAESEREEE ' 95-10 Vol.20 No. 10

mentation. The originator sends the START
messages to its children, which belong to its
own segment., and the root nodes of other
segments. Once a node receives a START
message from its parent. it chooses its own
LPID and propagates START messages down
to its children and this is repeated until an
end or boundary node receives a START mes-
sage. If an end node receives a START mes-
sage, it just sends a REPLY back to its par-
ent.

When a boundary node i receives a START
message from node n, if LPID; = -1, it chooses
an LPID and sends back a REPLY to its par-
ent. Since LPID;#-1 implies node i's LLPID
has been selected by a START message from
another segment s and a START message
from i has already been propagated to node n
and at n this START message has been treat-
ed as a REPLY (called as a virtual REPLY),
therefore it’s unnecessary to send back a
REPLY to n (refer to L1 and L2 in Figure 3).
However, in this case. node i has to check
whether it needs to transmit a REPLY to
node m which is node i's parent in segment s
where I acts as a non-boundary node. This is
necessary because node i does not know when
to transmit a REPLY back to node m if node
i receives a START from m earlier than some
of the STARTs from its children which are
the boundary nodes connected to i in segment
s (refer to L2)}). And note that. at a boundary
node i. the START message from node n sets
flag reply, to 1.

[f a non-boundary node i receives a START
message from node n, first it checks whether
its LPID has been chosen by looking at the
value of LPID; If LPID; = ~1. it selects an
LPID and sends down a START message to all
of its children (refer to L3). Otherwise (i.e.,
LPID;#-1), it sends a START message to each

2902

one of its children from whom it has not
received a virtual REPLY and checks whether
it has received REPLYs from all of its chil-
dren, in that case it sends up a REPLY to its
parent (refer to L4). This is due to the fact
that an LPID having been chosen means at
least one START message from other seg-
ments has been processed at node i1 prior to
the START message from node n and those
prior START messages are handled as REPLY
(i.e.. virtual REPLY) messages at i.

Once a node receives REPLYs or virtual
REPLYs from all of its children, i.e., all
except one (its parent) of the flag reply())’s
are 1's, it passes up a REPLY to its parent
(in the case of a root node, it passes up a
REPLY to the originator). If the originator
receives REPLY messages from all of its chil-
dren and other segments, it propagates CON-
FIRM messages down to its children and the
root nodes of other segments. When a node
receives a CONFIRM, it checks its flag con-
firm to see whether it has received a CON-
FIRM beforehand. If not. it sets its flag con-
firm to 1 and propagates CONFIRMs to its
children.

One thing we need to clarify is how to keep
the information on the neighboring nodes of
node i, li. Only in the START message for
which node i acts as a non-boundary node,
the information on i's neighbors in a given
tree is contained. Therefore I, is retrieved
from the START message for which i acts as
a non-boundary node (refer to SEG_INFO() in
E-N-1). And from the START message for
which node i works as a boundary node, the
information on i’s neighbors is not extracted.
The reason is that in this case node i has
only one neighbor which is its parent in the
segment and i exchanges messages only with

its parent in the segment.
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Parameters for (j € I; and j # n) {
SUB..SEG(&,J, (9));
send a START(J(J) LPID;) to 3;

LPID; : the LPID chosen at node i,
LPID; is a geqO integer }
initial value = -1 L4: else {
I : the set of neighboring nodes of i, for (j € I; and j # n)
. initial value = ¢ N if (flag.reply, = 0) {
a(s) : the subtree rooted at i in segment s SUB.SEG(s, 5, 8(J));
flagreply; ¢ a atatus flag of a node = , £ ) .
' if s REPLY was from i, = 1, }und a START(s(3), LPID;) to j;
if a REPLY was not from s, = 0, if (flagrepl

initial value = 0
flag.confirm : a status flag of a node,
ifa CONFIRM was received, =
if a CONFIRM was not received, = 0, }
initial value = 0 }

E-N-2: RECEIPT of a REPLY(LPIDy, LPID;) from n

where k € I; and k # 3) /* k is parent of i */
send a REPLY(LPID;,LPID}) to k;

yf’ =1, ¥y € I; except only one k,
1

Types of Tree Setup Control Messages
if (flagreplyn = 0) {
flag.replyy 1= 1;

START(s, LPID;) if(jlag.replyJ =1, ¥y € I; except only one k,
REPLY(LPID‘,LPID ) where k € I; and k # 5) /* kis parent of i */
CONFIRM(LPID;) send a REPLY(LPID,, LPID}) to k;

}

where, # is a segment
LPID(i)is LPID of sender E-N-8: RECEIPT of a CONFIRM(LPID;) from n
LPID(s) is LPID of receiver
it (flag.confirm = 0) {
flagconfirm := 1;
PROCEDURE SEG_INFO (In: s, n, Qut: Ip) for (j € I; and j # n)
/* find neighboring nodes of n */ send a CONFIRM(LFIDJ-) to 5;

¥

! at END NODE i

In = {z|z € ¢V and enz € 8

E-E~1: RECEIPT of an AC(T) from the higher layer;

PROCEDURE SUB.SEG (In: s, n, Out: s(n)) at the originator

{* find the subtree rooted at n within segment s */

Or := §;
8(n) := the subtree rooted at n in »; LPID; ';: an available LPID;

SEGMENT(i, T, 5, R, seg.sz);

SEG.INFO(sy,1, I;); /* 51 is the segment rooted at Or */
The STS Protocol for (j € I;)

SUB.SEG(sy,7, 81(J)

send a .S'TART(al(J) LPID i) to 3

at NETWORK NODE i

for (‘j € 5, for j = 2 to seg.sz)

E-N-1: RECEIPT of a START(s, LPIDp) from n send a START(JJ',LPID.') to r,;
if (i = boundary node) { /*ie., [sV]=1%/ E-E-2: RECEIPT of a START(s, LPIDg) from n
L1: if(LPID; = -1) { /*if an LPID wasn’t chosen */
LPID; := an available LPID; LPID; := an available LPID;
flag replyn := 1; send a REPLY(LPID;, LPIDgn) to n;
send a REPLY(LPID;, LPIDy) to n;
} E-E-3: RECEIPT of a REPLY(LPIDy, LPID;) from n;
L2: else { /* if an LPID was chosen */ at the originator
flag.replyn :=1;
if (flag-reply; = 1, V5 € I; except only one k, if (flag-replyn = 0) {
where k € I; and k # j) /* k is parent of i */ flag.replyn := 1;
send a REPLY(LPID;, LPIDy) to k; if(ﬂag.replyj =1, ¥§ € I; and 5 € R)

for (j € I; or j € R)
send a CONFIRM(LPI.DJ-) to j5;

else { /* if i is not a boundary node */ }
if (source of START(s, LPIDy)is Or)
L= {Or}; /* when ¢ is the root of 5 ¥/ E-E-4: RECEIPT of a CONFIRM(LPID;) from n
else
I = {n}; flagconfirm = 1;

SEG.INFO(a,1, I;);
L3: P (LPID; =-1){
LPID; := an available LPID;

Figure 3. The STS protocol

All the control messages between the origi- assume that each site has the knowledge of
nator and the root node of a segment are sent the shortest path to any node as in
via a shortest path between them and we ARPANET (13). START messages include the
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originator and the unique tree identifier
(which is unique only at the originator) in
order to inform nodes of messages belonging
to the same tree (in case of the SBO protocol,
this tree identification information is not
used since the LPID information is enough to
identify a tree uniquely). However. a
REPLY/CONFIRM message does not require
this kind of information since it has already
obtained its parent’s/children’s LPID(s). The
tree identification information is kept at each
site until a CONFIRM message is received.
This is because a node may receive START
messages twice and send back a REPLY for
the first START (refer to Figure 4 (a)). In
this case, if we erase the tree identification
information after receiving the REPLY. the
second START message may lose the connec-
tion to the first START. This tree identifica-
tion information could be one of the over-
heads of using the STS protocol.

Figure 4 shows two possible scenarios of
passing control messages between two adja-
cent segments. Here. “(4) S(LPID(x))" implies
a START message from node x with x's LPID
which is the fourth message generated. Node
i is a boundary node in segment B and a non-
boundary node in segment A. And node jis a
boundary node in segment A and a non-
boundary node in segment B. Only the possi-
ble cases from the aspect of node i are illus-
trated as the operations at nodes i and j are
symmetrical. Figure 4 (a) is the case when |
receives a START message from B prior to a
START from A, in which / is treated as a
boundary node of B. In this case, [ sends
back a REPLY to node j after selecting the
i's LPID and making as if node I received a
REPLY from j by setting flag reply; to 1. A
START message from node x does not cause

the LPID selection since the tree setup opera-
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tion at node i has been carried out by the

prior START message from node j (in this
case node x acts as a non-boundary node of

segment A). Instead., node x sends a START

to each one of its children which hasn’t

replied to x, and passes up a REPLY to its

parent if all of its children has replied (refer

to L4). Figure 4 (b) is the case when i

receives a START message from A earlier

than a START from B, in which i is consid-

ered as a non-boundary {middle) node of A

(refer to L3). After node I transmits a

START to j with its LPID, i receives a

START from j which is ignored and consid-

ered as a REPLY from j since the tree setup

operation at i has been already performed by

the earlier START message from x (refer to

L2). When node jreceives a START from i, j

also assumes it as a REPLY from i because j
has already sent out a START to i.

core segment A core segment B

(1) S(LPING)) {3 RILPIDGLLPIDG) (1 S(LPIDiy )y
e e e
Croes O & bl
nonde X node i PP node j e v
{2 SCLpPgn
S START
R REPLY
(a)
core segment A core segment B
(13 StLPIDon Y SLPID) (2) S(LPIDoy
e e S [P
o e S —_ ~
neade x neslen s moxde | e y
4 SLEIDGY
()

Figure 4. Scenarios of passing control messages between
two adjacent segments
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During the course of tree setup or the
group conversation. if a node/link fails. a
multicast tree can be partitioned. The SBO
protocol assures reliability by allowing mem-
bers in a tree partition to continue their con-
versation and the tree setup process to be
completed within the partition. By means of
CNCL messages., this functionality is
achieved. The reliability issue is not covered
in this paper and left as a future work. In
this paper, we assume no link/node failures
and no errors in control messages.

For the verification of the correctness of
the proposed STS protocol, we need to show
that each node in a given tree selects its own
LPID only once and knows all of its neigh-
bors” LPIDs in a finite time.

Lemma 1 Each node in a tree selects its own
LPID only once.

Proof: Since Or receives only one ACT mes-
sage and no START messages, the selection of
the LPID for Or is performed only once at E-
E-1. Since each end node receives only one
START message and no ACT message, it
selects its LPID only once at E-E-2. In case
of a network node, it receives one or more
START messages according to its node type.
If a network node is a boundary node, it may
receive one or two START messages (refer to
Figure 4). But before it selects its LPID, it
first checks its LPID and. only when LPID =
-1, it is assigned with an available LPID at
E-N-1. For a non-boundary network node,
since it receives only one START message,
only one available LPID is assigned to it at
E-N-1. Therefore., each node in a tree selects
its own LPID only once. o

Lemma 2 Each node in a tree receives the
LPIDs from all of its neighbors in a finite
time.

Proof: In a segment, each node at the bot-

tom level can be either an end or a boundary
node. In case of an end node which is not Or,
its only neighbor is its parent and it receives
a START from its parent at E-E-2. In case of
an end node which is Or, its neighbors are its
children and it receives REPLYs from them
at E-E-3. In case of a boundary node, its
neighbor is only its parent whose LPID is
obtained from a START (in Figure 4 (b),
node j in segment A receives a START from
node i; at E-N-1) or a REPLY (in Figure 4
(a), node j in segment A receives a REPLY
from node i: at E-N-2).

In each segment. those nodes not at the
bottom are non-boundary nodes. Each one of
these can belong (i) to only one segment or
(ii) to more than one segment. In case (i),
the node is not a boundary node in any seg-
ments and its neighbors are its parent and
children who belong to the same segment. Its
parent’s LPID is obtained via a START and
its children’s LPIDs via REPLYs. In case (ii),
this node is treated as a boundary node in
another segment. Its neighbors are its parent

and children which can be either end or
boundary nodes. Its parent’s LPID is obtained
from a START, and its children’s LPIDs from
STARTs at E-N~1 (virtual REPLYs: in Figure
4 (a) node i in segment A receives a START
from node ) or REPLYs at E-N-2 (in Figure
4 (a) node j in segment B receives a REPLY
from node 1),

Therefore each node in a tree receives the
LPIDs from all of its neighbors. Since it is
assumed that there are no failures during the
tree setup, this operation can be accomplished
in a finite time. O

Theorem 1 A multicast message on a tree is
transmitted only once to every end node of
the tree.

Proof: By Lemmas 1 and 2, each node
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which receives a message recognizes the tree
to which the message should be forwarded by
looking at the LPID information within the
message. Once it identifies the tree. it for-
wards the message to its neighboring nodes
with the corresponding LPIDs. except that
one which has transmitted the message. Due
to the properties of the tree structure, i.e..
there is a unique path from the root to a
node in a tree and a tree is a connected
graph, each node in the tree receives a mes-
sage only once and a message is multicast to
all the end nodes in the tree if there are no

failures involved. ©
V. Performance Analysis

In order to analyze the performance of our
STS protocol, we come up with the following
performance factors:

t : the time to establish a tree completely

# © the number of tree setup control messages
generated

o : the total amount of node information car-
ried in START messages

Before we get into the performance analy-
sis. the following considerations are made on
the relationship between the number of seg-
ments and the number of boundary nodes. In
order to consider boundary nodes. we intro-
duce the term “connection” which means a
pair of nodes x and y that belongs to two
segments at the same time and e,&Er. Each
node involved in a connection belongs to one
segment as a boundary node and to the other
segment as a non-boundary node. And if
there exists at least one edge e€Er between
two segments, we say those two segments are
adjacent. When U’ and U;s® yields a con-
nected graph, we say segments s;’s are

merged.

2906

Lemma 3 There exists only one connection
between two adjacent segments.

Proof: If there exists more than one connec-
tion between two adjacent segments. a loop is
formed. Because segments are made from a
tree. merging two adjacent segments must
produce a tree, i.e.. there should not be any
loops. Therefore, there exists only one con-
nection between two adjacent segments. ©

Lemma 4 A segment s; does not have a con-
nection to another segment s; if there exists a
path from si to s; via other segments.

Proof: If there already exists a path from s;
to s; via other segments, having a connection
between s; and s; introduces a loop. Therefore
s; does not have a connection to segment s; 0

Theorem 2 There exist (n -1) connections if
n segments are merged.

Proof: By LLemmas 3 and 4. the only possi-
ble structure of merging n segments is a tree
where a segment corresponds to a node and a
connection to an edge. Therefore, if there are
n segments, (n - 1) connections are needed to
merge them. 0

The tree setup time

Tspo = 3 Dtvp-a
srs =3 d+v, - ate

where vp' the number of nodes on the
longest path from Or in a tree

vy © the number of nodes on the longest

path from the roots of segments in all
segments

@ : the tree setup processing delay incurred

at a node

€ o 1, if there exist two adjacent segments

whose depths are 4 0, otherwise

Since D>4 and vp2v,, Tes<tgg. When a
given tree is a shortest path tree rooted at
Or, Tgrs = Tgpo. 3 comes from the fact that
both protocols consist of three phases. 7ypg

introduces overhead delay one if there are
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two adjacent segments having depth 4,
because the corresponding boundary nodes
transmit STARTs and wait for REPLYs (in
fact, virtual REPLYs) (see Figure 4 (b)).

The number of tree setup control messages

# sgo = 3 | Erl

# srs = 3 (LErI+18I-1)+7 - (I18]-1)

where 7: the fraction of connections in
which the depths of the corresponding bound-
ary nodes are the same

As shown in Figure 4, two control messages
(excluding CONFIRM messages) are passed on
each link in the tree. “IS|-1" in calculating #
sts comes from the fact that those tree setup
control messages between Or and its only
child (i.e., the network node to which Or is
attached) are already counted in the factor
“Er . Since |8l 1. #grs #sgo. When S| = 1
(i.e.. a given tree is a shortest path tree
rooted at Or), #grs = Mgpo. As [S| (i.e., the
number of segments) increases, the STS pro-
tocol works worse in terms of #. Therefore
the number of segments needs to be mini-
mized. By Theorem 2, “|S|-1" implies the
number of connections. Therefore "y - (|S[-1)"
gives the number of extra CONFIRMs gener-
ated on links involved in connections because,
only when two nodes in a connection have the
same delay from Or, they will transmit
CONFIRMs to each other, one of which is
extra.

The amount of node information carried

9spo = 7 ggv‘;r(Or, n)). vnEVy

Osrs = 7 (s,-és njé:s,’? c(Or, r)+8r(r;, n)-(1-7)
(I1S1-1)), v sE€8, ngs’

where 7 ! the amount of the node informa-
tion

Both in the STS and the SBO protocols, the
information on a node n is carried along the
path from Or to n. Since the path from Or to
n in the STS protocol is shorter than that in

the SBO protocol, the amount of tree infor-
mation carried by START messages in the
STS protocol is less than that in the SBO pro-
tocol if we do not take account into boundary
nodes.

By Theorem 2, the total number of nodes
whose information is carried twice by START
messages is ‘2 (IS|-1)" (see Figure 4 (b)).
Even for the boundary node which receives
only one START message, its node informa-
tion needs to be delivered by two START
messages even though one of the START mes-
sages is delivered only upto its adjacent node,
{(i.e., the node information on node j in
Figure 4 (a) is carried by S(LPID(x)) and
S(LPID(y)). even though S(LPID(x)) is deliv-
ered only upto 1).

For example, in Figure 2, the performance
factors of the STS and the SBO protocol are
obtained as follows:

Tego = 3647 -a =18, Tgpg = 3-4+5-a = 12
(assuming @ = 0)

Mopo = 3 11 = 33, pgpg = 3-12+1 = 37

9sp0 = 41, 9gps = 41 (assuming 7 = 1)

V. Conclusions

In this paper, we proposed a faster tree
setup protocol using segmentation of a multi-
cast tree based on the LPID scheme. The tree
setup time is bounded to three times 4 by
chopping up a tree into several disjoint core
segments whose maximum delay from the
originator to anyone in the segment is less
than or equal to 4 (a segment is a core seg-
ment with boundary nodes). When a minimal
Steiner tree is established, we can get most
benefit from the STS protocol. By introducing
the concept of segmentation. problems like
more control messages and the overhead for

segmentation are also introduced. To allievi-

2907

www.dbpia.co.kr



250

HEHRESRHLIE "95-10 Vol. 20 No. 10

ate these problems, we need to minimize the
number of segments and leave this problem to
be solved. Also the support of reliability in
the STS protocol needs to be studied further.
As pointed out earlier in Section I, the
VPI/VCI concept of the ATM is similar to the
LPID. Therefore the proposed STS protocol
can be used in ATM networks. In ATM net-
works, a multipoint connection can be either
a multipoint VP (Virtual Path) or a multi-
point VC (Virtual Channel) (a multipoint VC
can be established based on either preexisting
point-to-point VPs or a preexisting multipoint
VP) (1]. In case of a multipoint VP setup,
since each node selects its own VPI indepen-
dently of other nodes. the STS protocol can
be applied without any modifications. On the
other hand, setting up a multipoint VC based
on preexisting point-to-point VPs requires the
STS protocol to be modified such that
preestablished point-to-point VPs are treated

as links.
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