DEri=

3 95-11-11-8

Integrated Segmentation and Recognition of Hand-Written Digits : A Combinatorial
Optimization Approach
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ABSTRACT

This paper proposes a neural network approach to solve the hand-written digit recognition problem. The proposed approach is
based on the graph matching, a form of elastic matching. We also propose an “‘one-variable stochastic simulated annealing algo-
rithm” that makes it possible to evaluate the spin average value effectively by the Markov process in the case of many real-valued
problems as well as discrete-valued problems when the number of state of a spin is large. Our approach provides not only the
function of recognition but also the segmentation ability such that input characters are correctly recognized and segmented even if
they are touching, connected, and defected by noise, which most conventional system can not deal with. Some preliminary com-

puter experiments are reported to show the feasibility of this approach.
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1. Introduction

Hand-written character recognition is an
important application field of neural networks
because the conventional algorithms have
much difficulties in this areall)-(6].
Especially. it is hard to segment characters
correctly by the conventional. rule-based seg-
mentation algorithms if they are touching.
defected or noisy One of the well known
problems in this situation is that one can not
properly segment a character until it is recog-
nized and yet one can not properly recognize
a character until it is segmented correctly.
This means that high ranks of recognition
can be achieved by the integration of segmen-
tation and recognition occurring simultane-
ously in the system.

Fukushima previously proposed
Neocognitron model with selective atten-
tion(4). And Fukushima and Imagawa modi-
fied the model of selective attention already
has an ability to recognize and segment pat-
terns, it does not always work well when too
many patterns are presented simultaneously.
They added a search controller to the original
model to restrict the number of patterns to
be processed simultaneously(5]. The modified
model works well even though each character
in a given input is connected each other and
deformed a little. But the learning for the
modified model is still not easy and connect-
ing parts are sometimes confused as a local
feature of a different character. J.D.Keeler
et al.proposed a feed-forward multi-layered
neural networks similar to Fukushima’s
Neocognitron model with selective atlention
and its learning algorithms that simultane-
ously segments and recognizes hand-printed
digits(6). Their model can simultaneously seg-

ment and recognize in an integrated system.

3036

After training the network model. it can
handle with touching, broken or noisy char-
acters well, whereas most conventional sys-
tems can not deal with them very well.
However, it requires large set of training
examples to segment characters and hard to
apply to recognize more than two patterns
which may appear at random position in case
of composite characters, such as Korean and
Chinese characters. Recently, D.J. Andre et
al. proposed a modular approach of construct-
ing complete multi-layer network for hand-
written digit recognition with an error detec-
tor(7). Their approach improve a performance
while limiting the growth in training period.
However. it is used just for recognition of
hand-written digits which are already seg-
mented, thresholded. and ranged in size.
Bienenstock et al. proposed an elegant elastic
matching neural networks based on the rela-
tive description, labeled graph(8). Although
they provide a powerful theoretical tool for
solving pattern recognition problems. their
model can not cope with recognition of touch-
ing characters and can easily get trapped in a
poor local minimum due to the simple opti-
mization method(9].

Combinatorial optimization ranks among the
first application of modern neural networks
and its application to recognition of charac-
ters and objects have been numerous in the
literature. Yamamoto et al. reported that the
character segmentation process is consideredas
an optimization problem finding a solution
satisfying plural constraint conditions imposed
on a histogram of projection profiles. and
they showed that the problem can be solved
by the Hopfield neural network(10].
Nasrabadi et al. introduced a two-dimensional
model based object recognition technique by

the Hopfield network to identify the isolated
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and overlapping objects in any position(11).
However, the Hopfield neural network can
give the near optimal solution for the NP-
complete problem, it also has many suprious
states and mal-selection of initial values may
lead to an infeasible solutions which which
does not satisfy constraints. Since the
Hopfield neural network was first proposed as
a means of approximately solving NP-com-
plete combinatorial optimization problems,
there has been a considerable research effort
to improve the performance of the network.
Most of this effort has been directed towards
improving the reliability with which the net-
work finds valid solutions, while at the same
time developing a neural network model with
annealing schedules which leads to converge
to the near optimal solution. The most
remarkable modification has been the mean
field annealing(MFA) neural networks, which
has proved to be very successful with the
classic benchmark traveling salesman and
graph partitioning problems(12)(13). Unlike
the original Hopfield neural network, the
MFA neural networks relies on a recursive
update as well as normalization of the neu-
rons, However, the MFA neural networks is
still highly parallel and could benefit from
implementation in hardware(14](15).

In this paper. we propose a combinatorial
optimization approach that simultaneously
segments and recognizes the hand-printed
digits by graph matching, which is formulat-
ed as one of optimization problems. And we
also propose a new optimization algorithm,
one-variable stochastic simulated
annealing(OSSA). to evaluate effectively the
value of the neuron in the MFA neural net-
works. And it is shown that OSSA could be
used to find the near optimal solution for the

combinatorial optimization problem. It is

shown that pattern segmentation and recogni-
tion problem can be formulated as one of
optimization problems by the graph matching
onto an annealing neural network with an
appropriate energy function, which is derived
that represents how the constraint of the
nodes in the two graphs should be matched in
order to find the energy minimum. The
remainder of this paper is organized as fol-
lows. In Section 2, graph matching approach
and the cost function for segmentation and
recognition are discussed. In Section 3. MFA
algorithm is introduced and OSSA algorithm
as a technique for finding a solution of com-
binatorial optimization problem is discussed.
In Section 4, segmentation and recognition by
graph matching and optimization algorithm,
OSSA, is discussed. In Section 5, experimen-
tal results are presented. Finally, the con-
cluding remarks and future research are

given in Section 6.

2. Graph Matching Approach for
Segmentation and Recognition

2.1 Model Parameters

To characterize each feature three measure-
ments are extracted. Their measurements or
model parameters were chosen for their prop-
erties of invariance with respect to size.
translation including shift of the writing.
The important factor to select the model
parameters is that the model parameters can
recreate the shape of a stroke and generally
of a digit as well except for size and transla-
tion(18). We choose the following three model
parameters to characterize the graph for seg-
mentation and recognition. The first of these
parameters is the distance, Euclidean dis-
tance, between the node in the input graph

and that of reference graph. object graph.

3037
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This parameter can be invariant to shift of
the input. The second parameter is the acute
angle between the two nodes in the graph.
This angle parameter is invariant to rotation
of the input by the proper angle measure
function. The third parameter is the number
of cross points between the two nodes in the
graph. This crossing parameter is invariant to
the size of the input. Figure 1 shows an
example of these three model parameters cho-
sen in our segmentation and recognition

model between two nodes.

2.2 Graph Matching Approach

Pattern recognition in our system consists
of a dynamic assignment procedure, which is
performed under the constraint that vertices
in the input graph should have approximately
the same topological relationship as the ver-
tices in one of the stored object graphs.
During recognition, patterns are encoded as
graphs (V. E). with vertex set V and edge set
E. Vertices refer to nodes to be assigned. And
neighboring vertices are connected by
edges{links) with each other which encode
information about the local topology. To creat
an object graph for each object we construct a
graph using the vertices with equally spaced

rectangular distribution as the nodes of the

i, j * Node in the graph

£
# : Number of cross points

] d : Distance

8 : Acute angle
Figure 1. Model parameter
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graph(see Fig. 3 in Section 5). An input
graph is constructed from the input stimulus
by the graph matching with the object graph.
In our graph matching approach each node
has relational properties with neighboring
nodes and is connected each other by a link.
The relational properties are represented by
the model parameters, distance, acute angle.
and the number of cross points between the
nodes. And not only the relations between the
near neighboring nodes are used as the com-
patibility constraints but also relations
between all the far neighboring nodes are
used in order to increase the robustness of
the matching. The object graph with the pre-
vious relational properties will be approxi-
mately invariant to translation and rotational
changes. Figure 2 presents an example of the
input graph constructed by our graph match-
ing approach when the hand-written digit ‘2’
is given. The graph matching we present in
this paper is elastic matching based on an
energy or cost function. The minima of which
provide the solution of the matching problem.

This leads to considering a neural network
system where the state of the system is a set
of connectivity rather than a vector of neural
activities and computation is a connectivity-

dynamics instead of an activity-dynamics(8].

N
)
v

Obyect paph Lnpuat patern

Figure 2. An example of graph matching result

www.dbpia.co.kr



WX/EA =AY TR EuH 44 - =g AWy

77

In this approach, matching one graph with
another graph consists in finding a connectiv-
ity state which satisfies at best many local

requirements and minimize the cost.

2.3 Cost Function

In the graph matching problem for pattern
recognition and segmentation we formalize,
and actually quantify, with the help of the
best possible matching between input and
object graph, the degree of matching by a
mathematical formulation. To find out the
best-matching we characterized the following
energy function to be minimized, which mea-
sures the quality of node-to-node matching as
well as conservation of neighboring relations

between nodes in the input and object graph.
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Where V; is analogous to a state variable
of a neuron, and denotes the probability that
node 1 is placed at position k. Therefore, it
takes the value of 1 when the node i in the
input graph is placed at position k and it is
matched perfectly to the node i in the object
graph. A, 4, Ay are weight factors which

determine the relative weightings of the
terms. #,; is the number of cross points
between the node i and node j when node i is
at position k and node j is at position 1. 0y is
the acute angle between the interconnecting
edge and horizontal line. dy; is a distance
between node i and node j when node i is at
position k and node j is at position 1. miny
and max,; denote minimum and maximum dis-
tance between node i and node j, that are
allowed to move without penalty, respectively
and that are needed to assist to produce a
fine-look matching graph. N(i), a set of
neighboring nodes of i, consists of near
neighbors and far neighbors. Near neighbors
are upper, lower, left, right, upper-left.
upper-right, lower-left, and lower-right side
nodes around the node i within a unit dis-
tance. And far neighbors are all upper,
lower, left, and right nodes around the node i
except the nodes in the near neighbors. K(i)
and L(j) are positions, that are decided when
the object graph is constructed, of node i and
node j in the object graph, respectively. 8,, is
a threshold value of angle difference. Upper
indices I and O refer to the input and stored
object graph, respectively. « is a penalty fac-
tor to prevent angle difference between two
nodes not to exceed the #,,. 8 is another
penalty factor to make the node i and node j
reside in a given range between miny and
maxy.

The A, term equals zero if the number of
cross points between every two edges in the
input graph is same as that in the object
graph. The 4, and A; terms will have mini-
mum values when all the neighboring nodes
have the same topology in view of the angle
and distance similarity between input and
object graph. In other words, topological devi-

ations between input and object patterns
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cause a cost penalty and thereby decrease the
likehood that a given input matches the
object pattern.

3. Mean Field Annealing and One-vari-
able Stochastic Simulated Annealing

Hopfield and Tank pioneered a heuristic
method based on the energy landscape
approach to solve the traveling salesman
problem(TSP) which has been shown to be
NP-complete(20]. The Hopfield neural net-
works are well suited to obtaining a near
optimal solution for combinatorial optimiza-
tion problems. Unfortunately, in the Hopfield
original design. the major difficulty in apply-
ing the networks to actual problems was that
the tremendous number of small minima
always capture the final state and a local
minimum could be obtained even though it
was an infeasible solution. And a restriction
on the applicability of the technique which
the model still has is that the bad choice of
initial weight may lead to a solution that
does not satisfy given constraints because of
the deterministic approach. Although
Hopfield embedded the objective function of
the TSP in analog neural networks, the model
suffers from several shortcommings.

Kirkpatric, Gelatt, and Vecchi showed how
to apply the metropolis algorithm. called SA,
for the numerical simulation of a many body
system at a finite temperature to an opti-
mization problem(21). Unlike the Hopfield
model the changes in the structure are decid-
ed by the non-deterministic approach and the
system escapes from the local minimawith a
certain probability according to the tempera-
ture but it has a speed disadvantage to find a
solution according to the non-deterministic

procedure. MFA algorithm using mean field
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approximation to overcome the above draw-
back, that can provide high convergence rate
due to the deterministic procedure and a good
output quality similar to that of SA algo-
rithm, is presented(12J(13). Van den Bout
and Miller I also show that the equations of
mean field updating is identical to the equa-
tions of motion of the Hopfield neural net-
works, and thus the evolution of a solution in
a Hopfield neural network is equivalent to
the relaxation to an equilibrium state of MFA

neural network at a fixed temperature.

3.1 Mean Field Annealing

We will concern ourselves with problems
that have a quadratic optimization cost func-
tion H of two-state variables s; the general

form of which is

N N N
H(s) =373 Bisisi+ 3 hisi ®)
T i

Where each variable is denoted by s;, and s;
=1 or 0. 8; = 1 or 0, depending on whether
neuron 1 and j are connected or not, and
(sy.....55) represents the state of the net-
work. Many NP-complete problems can be
solved by minimizing the above cost function.
In optimization problems, the #; encodes the
cost function and the constraints to be satis-
fied, and the goal is to find the global mini-
mum, the best solution. Conflicts of con-
straints and cost function lead to an energy
landscape with many local minima. In graph
matching applications. object graphs are
stored and when the input is given. the sys-
tem evolves to the local minimum which rep-
resents the good matching graph with the one
of the stored object graphs. The basic idea of
MEFA is that the statistical mechanics of the
neural network of (8) in a simulated anneal-

ing environment is specified by the
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variables,

Boltzmann probability distribution and the
output of neuron will be determined as the
mean value of the neuron variables at a

given temperature, T.

In general, the equilibrium average of {s;

in the network model with n state discrete

is calculated from the Boltzmann

distribution assuming all the spins are in
thermal equilibrium at a given temperature

as the following expression:

<8> = Pr(si=0)*04+Prisi=1)x1+...
+Prisi=n—-1)*x(n~-1)
e <9>
E;‘;‘_oup:f‘
where Hy = <{H(s))|s=sy, H(s) is a
Hamiltonian and si = {0,..., n-1},

In the real world application, there are

many NP-hard optimizing problems with con-
tinuous variables. In the case of neural net-
work with continuous variables of (a,b) or
discrete variables with large number of states
of a spin, the equilibrium spin average could
be evaluated, similar to that of the discrete
network, from the probability of the spin,

assuming a small value of 7.

(8;y=Pr(sza) * a+ Pr(sFa+7) * (at+7y)
+Pr(s=a+2y) * (a+2y)+... (0
+Pr(szb) * b

Taking the limit as ¥ -— 0. the equilibrium

spin average is described as the following

integral equation.

. =H
f siexp T ds,

f: exp:'r" ds, (11)

< 8 >=

Though Eq (11) could be calculated by the

integration method there are still some weak-

nesses. For instance,

« It is time consuming to calculate the

integration in case of the large state space.

*» In many cases, a floating point under-
flow error might occur by the hardware limi-
tation of the computer when the component
of the integral goes to zero.

To overcome the above weaknesses we pre-
sents the way how to approximate Eq (11) by
the method

process(see below).

stochastic using Markov

3.2 One-variable Stochastic Simulated
Annealing

Monte Carlo{MC) techniques are methods of
estimating the values of many-dimensional
integrals by sampling with the help of ran-
dom numbers and regarded as the methods
appropriate to equilibrium statistical mechan-
ics(23). We will concern ourselves with esti-
mating the average potential energy of a sim-
ple fluid system, where the potential energy

is dependent on the configuration variables

sy=(8. ..., sy) of the N particles:
< E>= /E(.SN)p(sN)dsN 12
Where the probability density p(sN) is
given by
g
psV) = 1/Zexp T 13

with Z the configuration integral
—E(LY)
Z= /exp T ds™ 14

In MC estimation of an average like Eq
(12), random numbers are used to generate
approximately distributed configuration(s") of
a system of N particles. In practice the com-
putations are fairly expensive to carry out
the integral. and it is impossible to calculate
the configuration integral. Eq (14), because

of the unlimited integral space. Importance

3041
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sampling(IS) is a promising method for reduc-
ing run-time in MC which has long been rec-
ognized as a powerful tool for simulating low
probability events(24]. And most of the sta-
tistical mechanics applications of MC involve
IS rather than independent samples. In the
MIFA neural network with continuous vari-
able. the equilibrium spin average is the
same form as the average potential energy
with configuration integral except that the
system consists of only one variable. In Eq
(11), the average of the perturbed spin at a
given temperature might be regarded as an
expected value of that spin in the mean field
from the Boltzmann distribution. So the spin
average can also be estimated effectively by
the Markov process.

And we propose a new stochastic algorithm,
OSSA algorithm. to realize Eq (11) as the fol-
lowing:

1. Select a spin i, and perturb it into a new

state 5.

2. Compute the energy E(s’) and compare it
with the E(s) of the current state s, and
then let the spin i take the perturbed
value with probability

Pris’ — s)= 1.0, if B8 < E(s)

—exp I s g (09

where T is a temperature.

3. Repeat 1 and 2 a number of times.

4. Calculate the average of the accepted
perturbed values and regard it as an
equilibrium spin average, {sp. at a given
temperature T.

5. Anneal with an annealing schedule.

6. Repeat step 1 to 5 until the final temper-
ature is reached.

In the above algorithm, step 1 to step 3 are

the same steps as in the original SA algo-

3042

rithm except that each single spin is per-
turbed and evaluated as its own value, which
represents an element of the configuration
vector. In other words., The difference
between SA and OSSA is that in the SA, the
perturbed state of all the n spins is regarded
as a candidate solution, but in OSSA, the
average of the perturbed states of only one
spin is regarded as an equilibrium average of
that spin under the field of the rest of the
system. Step 4 is not necessary but it is rec-
ommended to be used because it can prevent
a spin from being evaluated as a fluctuated
value even though a small number of itera-
tion is used in OSSA algorithm. As a result,
OSSA algorithm reduces a multi-body problem
into a single-body problem under the mean
field and makes it possible to evaluate the
spin average of the network with continuous
variables effectively. By the above OSSA
algorithm, a good approximation of Eq (11)
can be obtained and thus spin average with

real value can be estimated.
4. Segmentation and Recognition

The problems with discrete variables arise
often in engineering design, LSI design and
also have importance in pattern recognition,
speech processing. vision and computing in
general. One of the typical problems with dis-
crete variables is a graph partitioning prob-
lem that involves partitioning a graph, which
consists of a set of N nodes and E intercon-
necting edges. into K equally sized sub-
graphs, each with N/K nodes and minimal
number of edges(22). Graph multipartitioning
is a complicated graph partitioning problem
with nodes that must be reside only one of B
bins. In pattern segmentation and recognition

problem using graph matching, every node of
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input graph must be matched to that of the
object and placed at only one position in the
graph. Therefore, our graph matching prob-
lem is similar to the graph multipartitioning
with discrete variables in that it has exclu-
sivity constraints that in the final solution a
given node ni must reside in only one bin
among the B bins. In our case, B corresponds
to the number of possible positions at which a
node can reside. This problem can be solved
by any combinatorial optimization that is
guaranteed to converge toward the global
minimum of the cost function. We use a com-
binatorial optimization algorithm for our pat-
tern segmentation and recognition problem,
OSSA algorithm. When OSSA algorithm is
employed, we assume that the number of
states of a spin is large that the problem is
approximated as one with continuous vari-

ables.

4.1 Segmentation and Recognition Using
OSSA

When the number of states of a spin is

large, we can use OSSA algorithm to approxi-
mately calculate the spin values. Another
segmentation and recognition algorithm using
OSSA and graph matching is as follows:

1. Select one of the object graphs in
sequence and repeat step 2 to step 4
until all the object graphs are selected.

2. Initialize every node in the input graph
to be positioned around the center of its
window area.

3. Determin starting temperature as the fol-
lowing:

(a) Perturb the node i into a new state s’
with a starting temperature.

(b) Let the node i take the perturbed
value with probability according to
Eq(15) and repeat this step a number

of times. If the average of the accept-
ed perturbed values has a small value,
raise the starting temperature, other-
wise lower the starting temperature.

(c) Repeat step 3(a) to 3(b) until the
average of the accepted perturbed val-
ues of every node has the value of
near 1.0.

4. Apply OSSA algorithm and rank the cost
at the final temperature as the cost of
the graph matching with the selected
object graph.

5. Output the graph matching result which
has the minimum cost.

In step 1 and step 2. one of the object
graphs is selected and input graph is con-
structed from the input pattern with every
node placed around the center of its window
area as an initialization. In step 3, the tem-
perature at which node starts to stop the
random movement is regarded as the starting
temperature. This enables that OSSA algo-
rithm finds the proper starting temperature
empirically without a complicated estimation
of the critical temperature. In step 4. opti-
mization is performed by OSSA algorithm as
described in section 3., and the final solution
of segmentation and recognition of the given

input is obtained.

5. Experimental Results

This section describes some results of a pre-
liminary experiments with computer simula-
tion to investigate the ability of this model to
recognize and segment the hand-written dig-
its. In the experiments, the input domain
which consists of 20x20 cells is used. Each
object graph with 32 nodes is made to have
its own characteristics in the object domain

having the same size as input domain (Fig.

3043
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3). To find the near global minimum of the
cost function. Eq (1), the solution of the
matching problem, we implement an opti-
mization algorithm, OSSA algorithm, as
described in the previous section.

To speed up the computer simulation we use
the following two mechanisms.
When the best

matching is obtained, the topological

+ Window mechanism

relation is similar and the position of
nodes in matching graph. input graph. is
not far from that of the nodes in object
graph. This makes it possible to use a
window mechanism to speed up the com-
puter simulation. In our simulation we
use 5x13 window area in which each node
in the input graph can be dynamically
placed.

* Quench mechanism: When the system
arrive at the low enough temperature,
the node does not fluctuate and keep
going to the fixed point. At this time we
do quenching, making the system cooled.
After quenching. the final configuration,
solution, will come up immediately and
faster convergence is acquired.

In actual application of OSSA algorithm, a

Figure 3. Object graphs for digits from 0" to ¢

3044

Cont {10}

kind of stochastic algorithm, it is intended
that the simulation be done on a large dimen-
sion parallel neural network and the near
optimal solution will be found very quick-
ly(15). However. the simulation here was
done on a conventional serial SPARC-10 com-
puter. It takes about 110 minutes on such a
serial computer for segmentation and recogni-
tion of each hand-written digits in our sto-
chastic annealing neural network model,
Hopfield-like neural network with annealing
procedure.

In the first experiment for recognition,
we applied OSSA and graph matching to
recognize a single hand-written digit with
the starting temperature(T) = 1.0*10* the
final T = 1.0*%10° B=21%21, a =20, £ =2.0,
0,=0.8, C;=0.9, and € = 0. The weight factors
used were : A = 20.0, 4, = 2.5 and 4; = 5.0.
And the number of iteration used in OSSA
algorithm to calculate the node average was
32. Each node has one of the integer values
in the range of 0 to 64 that represents a dis-
crete position in its window area. Figure 4
shows the corresponding evolution of the cost
at each temperature that the input graph has
when the best matching to object graph of ‘%
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Figure 4. Cost at each temperature step in OSSA
when best matching is accomplished
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Figure b. progress in the graph matching process when input pattern is ‘5 (OSSA)

is accomplished. Figure 5 shows the graph
matching progress in optimization process as
temperature is decreased. Figure 6 shows
some examples of deformed numeric charac-
ters which the system has recognized correct-
ly by OSSA algorithm. As can be seen from
the figure, the system recognizes input pat-
terns robustly, with little effect from defor-
mation. changes in size, shift in position or
changes in thickness of the line.

To investigate the ability of our model to
simultaneously segment and recognize charac-
ters we use the input stimulus consisting of
two digits which are distorted or touching
each other in the second experiment. The seg-
mentation of connected or touching characters

is more difficult problem than recognition of

a single character because there are many
local topologies similar to that of object graph
around the touching or connected area in the
input graph. And it requires different values
of parameters including 4,, 4, and A; used in
the first experiment. In the second experi-
ment, we applied OSSA and graph matching
to segment hand-written digits with the
starting temperature(T) = 1.5, the final T =
1.0%10%, B = 21#%21, ¢ = 2.0, £ =20, 6, =
0.8, Cs=0.9, and € = 0. The weight factors
A, = 1500.0, 4, = 250.0 and A, =

250.0. Parameter € and the repetition number

used were

used in OSSA algorithm were the same as in
the first experiment of recognition. Figure
7(a) and figure 7(b) show the evolutions of

the cost at each temperature when the graph
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matchings to object graph of ‘0" and ‘6 are
occured. respectively. Figure 8 shows how the
graph matching procedure for segmentation

and recognition is progressed with T when a

Figure 6. Example of deformed numeric characters rec-
ognized correclty

18 . g
ON8A Algenit

|
|
|

,,MWW-L}’:’“ ” L

1e-05 0.0001 0 uul oy i |
Lonperaton

(a)

10
Cost (10Y) l
3

stimulus consisting of touching charac-
ters('0’ . '6') is presented. In this figure. it is
shown that at the initial T very distorted
graph is displayed but as the T is decreased
the nodes are rearranged in regular order.
And at the final temperature, the identifica-
tion and segmentation is completed when the
input character has the same or similar topo-
logical relation as that of object character and
cost function defined in (1) is minimized. As
a result., we can see that graph matchings
with object graph 0" and ‘6 produce the
best matchings that look like solutions of seg-
mentation of ‘06" . Figure 9 shows some
examples of hand-written digits which have
been successfully recognized and segmented
by OSSA algorithm. [t can be seen from the
figure that input digits are correctly seg-
mented and recognized without preprocessing
such as noise reduction, thinning. and scaling
even if they are touching, connected. and
defected by noise, in which case most conven-
tional systems can not handle well.

To see how to segment and recognize are
performed. we tested generalization in our

stochastic annealing neural networks on 112

25 . . : .-
OSSA Algonthin ——

20

i T

Cost (10*)
w 1

1e-05 00001 O 001 Gol 014 {
Temperature

(b)

Figure 7. Cost at each temperature step in OSSA when the graph matchings to the object

graph of ‘0 (a) and ‘6 (b) are occured
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Figure 8. Progress in the graph matching process when input pattern is ‘06 (OSSA)

touching, broken, or noisy characters. Our
network model segmented and recognized 107
characters, at an accuracy of about 95%.
Note that this is an artificially generated
data set. Figure 10 shows the examples of
typical segmentation error. As can be seen
from the figure 10-(a), our model failed to
‘2" because
0,

", is similar to

segment and recognize the digit
the topology of the right part of ‘0",
with the bottom part of ‘2,
that of ‘2.
occurred as in the figure 10-(b). As shown in
the figure 10-(b), ‘7T

nized successfully but ‘1’ is not. Because ‘7

And another typical error
is segmented and recog-
includes the topology of ‘1" our model regards

Cr 11-

segment and recognize ‘1.

as with some noise - and fails to

To overcome the

problems we can use the object graphs with
different numbers of nodes each other, that
make it possible to represent the characteris-
tics of the objects effectively according to
their shapes.

6. Discussion

In this paper, we attacked the problem of
segmentation and recognition of hand-written
digits. We proposed a graph matching
approach using combinatorial optimizations.
We suggested a cost function of the problem
that takes into account such topological prop-
erties as angle, cross points and distance
between two nodes. And an optimization algo-

rithm, OSSA, used in our approach is pro-
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Figure 9. Examples of characters successfully segmented and recognized
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Figure 10. Example of deformed numeric characters rec-
ognized incorrectly
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posed as a technique for solving the mini-
mization. The experimental results allow one
to conclude that OSSA can converge to a
state that approximates very closely to the
global minimum state. OSSA can operate on
real-valued problems as well as discrete-val-
ued problems when the number of states of a
spin is large. and highly accurate computa-
tions for spin averages that was expressed by
the integral can be accomplished in the case
of real-valued problems.

The system presented here demonstrates
that neural networks can, in fact. be used

for segmentation as well as recognition. We
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have by no means demonstrate that this
method is better than conventional segmenta-
tion and recognition system in over all per-
formance. However, most conventional system
can not deal with touching, broken, or noisy
characters very well at all, whereas the sys-
tem presented here handles all of these cases
and recognition in a integrated fashion. The
major idea is that pattern recognition and
segmentation problem often requires invari-
ances which can not be easily obtained in
conventional neural network architecture and
relational descriptions provides a powerful
theoretical tool for solving this kind of prob-
lem which requires invariance with respect to
various transformation of the image. In our
approach, a constraints such as the angle,
cross points and distance between two nodes
are used. These three types of constraints are
simple to compute and additional constraints
and/or high-order constraints may also be
included.

We obtained the results that our approach
is very effective for segmentation and recog-
nition of hand-written digits which are
touching, connected or noisy. And we can see
that it is promising for complex character,

such as Korean and Chinese. recognition.
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