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A Binary Error Control Line Code with the Property of Minimum Bandwidth
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ABSTRACT

A new class of minimum-bandwidth binary error control line codes(tMB-ECLCs) based on the (8,4) extended Hamming code
is proposed and its performance is analyzed in this paper. First, an MB-ECLC with simple codeword format is introduced. To
increase its code rate, two blocks of error control codes are used as a line code with simple pre-coding. As results of performance
analysis. the proposed codes are shown to have null points at DC and Nyquist frequency and low levels of complexity. In addition,
the proposed codes have wider eyewidth due to its minimum-bandwidth property. Therefore the proposed codes can be well suit-
ed for high speed communication links and/or bulk storage systems, where DC-free property, minimum-bandwidth pulse format,

channel error control, and low-complexity encoder-decoder implementations are required.
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[ . Introduction

Owing to recent advances in transmission
media such as magnetic or optical recording
devices and optic fiber links, an interest in
channel coding is emerged again. Channel

codes can be divided into two classes : error

f1-5} L:H

control codes and line codes®”. Binary lin-
ear block error control codes can be designed
to have powerful error correcting and detect-
ing capabilities and can be encoded and
decoded efficiently due to their eclegant alge-
braic structures. And line codes can be
designed to provide following capabilities: i)
runlength limitation to facilitate synchroniza-
tion. ii) elimination of DC and suppression of
low frequency components to match source
data with characteristics of transmission
media, iii) elimination of Nyquist frequency
for stable minimum bandwidth condition.

In general. transmission channels require
all the above mentioned error control and line
coding characteristics simultaneously.
Traditionally. to satisfy these requirements.
the cascaded scheme of error control coding
and line coding techniques has been used™.
However this cascaded scheme has two main
drawbacks, the decrease of overall code rate
and the reduction of error control capability.
To solve these problems, combined error con-
trol line codes such as runlength limited error
control codes (RLLECCs)"”. error control line
codes (ECLCs)"''™ and minimum-bandwidth
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binary(MB) line codes are introduced.
But, these codes do not have all the required
characteristics simultaneously.

In this paper. a new class of ECLCs without
DC and Nyquist frequency is proposed and its
performance is analyzed. The proposed codes
are based on the (8.4) extended Hamming

code with simple pre-coding and are capable

3414

of single error correction and double error
detection. Since the encoding and decoding
algorithm of the proposed codes are very sim-
ple and efficient, it can be well suited for
high speed communication links. In addition,
due to the minimum-bandwidth property. the

proposed codes have wider eyewidth.

[. Parameters and properties of the
MB line code

To make the coded sequence suitable for
transmission through communication chan-
nels, MB line codes have some principal prop-
erties such as limited runlength. elimination
of DC and Nyquist frequencies.

The runlength is defined as the number of
consecutive ones or zeros in a transmitted bit
sequence. To limit runlength facilitates sup-
pression of low frequency component as well
as synchronization. Let us suppose that a set
of codewords is transparent and does not con-
tain the all one or all zero words, then the
maximum runiength as a measure of run-

aay

length limitation is defined as
Buax = MAX{Rygp. Esrawr+Renn) 1

where Ryp is the maximum number of con-
secutive ones or zeros in any codeword, Rspapr
and Rgyp are the numbers of consecutive ones
or zeros at the start and end of any code-
word, respectively.

Parameters to describe DC-free property of
a binary line code are digital sum, running
digital sum and maximum running digital
sum. Let the k-bit codeword would be repre-
sented by the vector C. And if we substitute
the physical symbol set {-1, 1} of a codeword
for the logical symbol set {0. 1}. the digital

sum of vector C is defined as
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c;=1lor—1, (2

where ¢; is the ith digit of the codeword.

The running digital sum to the nth code-
word in a transmitted codeword sequence is
accumulation of digital sum and is defined as
follows:

”

Dy = 121 i, (3)
where d; is the digital sum of the ith code-
word.

A necessary and sufficient condition for a
spectral null at DC is that the running digi-
tal sum, D,. is uniformly bounded for all n.
That is. the maximum running digital sum

(18)

should satisfy

D MAX —

MﬁX (oo, b;= —1orl, (4)

hed
2 b
=1

where b; is the ith bit in the transmitted bit
sequence. In addition, if maximum running
digital sum of a binary line code is bounded,
its runlength is also limited.

Similarly, parameters to describe Nyquist-
free property of a binary line code are alter-
nating digital sum, running alternating digi-
tal sum and maximum running alternating
digital sum. The alternating digital sum of

vector C is defined as
2 k
e = 2 (=D, ci=lor—1, (5)

And the running alternating digital sum to

the nth codeword is defined as follows:

where a; is the alternating digital sum of the
ith codeword.

A necessary and sufficient condition for a

spectral null at Nyquist frequency is that the
running digital sum, A, is uniformly bound-

ed for all n. That is, the maximum running

(15}

alternating digital sum should satisfy

MAX ‘.f(~—1)’b,-| (oo,
no | =

;=

Apax =

7
b= —]orl.

Therefore, in order to have both DC-free
and minimum-bandwidth properties, the max-
imum running digital sum and maximum
running alternating digital sum of a code

should be bounded simultaneously.
. Proposed code

Hamming codes are the first class of linear
codes devised for error correction". These
codes and their variations have been widely
used for error control in digital communica-
tion and data storage systems. Among them.
the (7.4) Hamming code whose code length is
7 and message length is 4 is the most well
known code. As its variation. an (8, 64)
extended Hamming code is obtained by adding
a parity check bit to a (7,4) Hamming code
(hence, its code length is 8). Table 1 shows
the all 16 codewords, digital sum and alter-
nating digital sum for the (8,4) extended
Hamming code generated from the matrix of
(8).

10000111

G = 01001011

00101101} (8)
00011110

If both the digital sum and alternating dig-
ital sum of all codewords of a code are zero,
it is obvious that the code has DC-free and
minimum-bandwidth properties. In Table 1.
the digital sum and alternating digital sum of
12 out of 16 codewords are zero. If we use

these codewords only, we can construct an

3415

www.dbpia.co.kr



174

BEHESEIRCEE 95-12 Vol. 20 No. 12

ECLC which has DC-free and minimum-band-
width properties. 4 codewords which should
be excluded are denoted by *.

Here, let the number of error control code-
words grouped per a line codeword be the
block number N"". In this section, first we
propose an MB-ECLC{(N-1) whose block num-
ber is 1. and then we propose an MB-
ECLC(N=2) whose block number is 2 and show
that it has higher code rate than MB-
ECLC{N=1).

1. MB-ECLC(N=1)

12 codewords are sufficient for 3-bit mes-
:age. Thus to construct a code for 3-bit mes-
sage., we can select only 8 codewords among
12 codewords. In table 1. 4 codewords denoted
by * *._ among 12 candidate codewords, can
increase maximum runlength of the coded
sequence because their Rgpapr or Rpnp is 3.
Therefore, in order to reduce the maximum

runlength. these 4 codewords are also exclud-

Table 1. Codewords, digital sum and alternating digital
sum for an (8.4) extended Hamming code.

. Alternating
Message Codeword Digital digital
sum sum
0000 00000000 -8 0
0001" 00011110 0 0
0010 00101101 0 0
0011 00110011 0 0
0100 01001011 0 0
0101 01010101 0 8
0110 01100110 0 0
0111° 01111000 0 0
1000”7 10000111 0 0
1001 10011001 0 0
1010° 10101010 0 -8
1011 10110100 0 0
1100 11001100 0 0
1101 11010010 0 0
11107 11100001 0 0
1111 11111111 8 0
3416

ed.

(1) Encoding
Let the 3-bit message U be represented as

follows:
U = uuyuy. (9)

To construct 8-bit codewords of MB-
ECLC(N=1). precoding procedure which con-
verts 3-bit message U to 4-bit word V is
required before applying the (8 4) extended
Hamming encoder. The following step shows
the procedure.

i) Add u; to U as the first bit of U . Then
U = U3l UyUy.

i) If U is 0000 or 1111, that is. A of (10)
is equal to 1, then V= u o0 4U 4. Else V =
U,

A = U uyuy+ u uau, {10

ii) Finally, using 4-bit word V and the
(8.4) extended Hamming encoder., the 8-bit
codeword W(=V - &) can be obtained.

Fig. 1 is the logic diagram of 3-bit message
U to 4-bit word V encoder and shows that

pre-encoding procedure can be simply imple-

4-bit
Word
VifWiwivpb——
S 9
3-bit
Message

e T

1

Logic circuit of
Egn. (10)

Fig. 1. lLogic diagram of 3-bit message to 4-bit word
encoder.
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mented.

Table 2 shows the coding procedure of 3-bit
message U to 8-bit codeword W of MB-
ECLC(N=1). In this table, the proposed code

is shown to be transparent.

Table 2. Coding procedure of MB-ECLC(N=1).

U \Y W

000 0011 001100110
001 1001 10011100
010 0010 00101101
011 1011 10110001
100 0100 01001110
101 1101 11010010
110 0110 01100011
111 1100 11001001

(2) Decoding

Basically decoding procedure of MB-
ECLC(N=1) is identical to the reverse proce-
dure of encoding W from U.

i) Apply the (8.4) extended Hamming
decoding rule to the received vector W Here,
if the decoded word V is an unused word, it
is detected as an error sequence and retrans-

mission may be requested.

3-bit

Message
W60 —

4-bit
Word

Logic circuit of
Eqn. (1) B[

Fig. 2. Logic diagram of 4-bit word to 3-bit message
decoder.

i) If the word V is 0011 or 1100, that is.
B of (11) is equal to 1, then [ = 0, 52;A3?4.
Else ﬁ: P

A A TA

B = ‘;\1;21}354 + 171172 U3 Uy 10
iii) Remove 31. and get a 3-bit message 7.
Fig. 2 shows the logic diagram to find the

message U from V .

2. MB-ECLC(N=2)

The code rate of MB-ECLC(N=1) is rather
low. since it uses only 8 codewords out of 12
possible candidate codewords. Thus, if all 12
codewords are used, the code rate of the
ECLC can be increased. To encode 7-bit mes-
sage, 128(=2") codewords are required. From
Table 1, if two 12 candidate codewords are
connected, 144(=12x12) codewords can be
made and among them 128 codewords can be
chosen for a new ECL.C whose message length
is 7. Therefore, an MB-ECLC for 7-bit mes-
sage can be obtained by mapping 7-bit mes-
sage into 8-bit codewords without 4 codewords
denoted by * at the first and last 4 bits and
then applying the (8,4) extended Hamming

coding technique to each 4-bit codeword.

(1) Encoding

Similar to MB-ECLC(N=1), pre-coding proce-
dure which converts 7-bit message U to 8-bit
word V is required before applying the (8,4)
extended Hamming encoder. The following

step shows the procedure.
i) Add 0 to U as the first bit of U. Where
U and U can be expressed as follows:
U = ujusu;uqususls, (12
and
U= iy 16y 1y 10y 135 45 07 s

3417
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i) If U, or U, is 0000, 0101, 1010 or 1111,
that is C of (14) equal to 1, invert ¢, and 14

to give a word U. Else U = U.
C = 123( 122@ 11.41) —- ( u)u (l])( 7{.(,0 H._w,) (14)

i) Even by this operation. U, and [’jg of
word U can be 0000, 0101, 1010 or 1111
again. Thus. if D of (15) is equal to 1. then
a word V is obtained by inverting &, and .
Else V= U.

D= ul l;g( Z-t.zfu Z‘(.,l) -+ ( u»,; ?.(.7) ( 12‘5 o] Z;‘.g)

= C{ ?é:;( 7/(-20 11.‘1) 4 ( Z(}",f.‘) Zl7)(leC “.H)}- (15)

iv) Apply the (8,4) extended Hamming
encoding rule to 4-bit words V, and V,.
respectively. Finally a 16-bit codeword W(=W,
W, = Vi-G V,- @ for MB-ECLC(N=2) can be
obtained.

Pre-encoding procedure of MB-ECLC(N=2) is
also simply implemented as shown in Fig. 3.
And the mapping table of this procedure is
shown in Table 3, where 7-bit messages are
represented as hexa-decimal notation. Blanks

in Table 3 are unused words.

8-bit

[ [ T o [ [ o o o e
7

7-bit

e T ]
[TT1T11T

Logic circuits of  C
Iqn. (14) and (15} D

Fig. 3. Logic diagram of 7-bit message to 8-bit word encoder.
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Table 3. Mapping table of 7-bit message U to 8-bit

word V.
550000000011111111
0300001;1100001111
vl OfO I L0 o1 |1jojofr|L]|otolt |1
g | 011101110 ]] 1 110 0l1]ol1
0009
0001 12013 L 161171181198 NBHCHDIIE
0010 211221231240 26 127128 |2 B|2C {2D|2E
0011 31132133134] 136 137(38]3 3C [3D{3E
0100 41142143 46 147 |48 4R[4C

0110 61(62163;64] 166 {67 |68 |69) 16B[6C |6D|6E

0111 71172]73[74F 76 (77178 179} JIB|TC|7D|7E!

1000 09 [0A 0B 0C F [OF [00 | 01 03104 10506

100) oD 1A 28 1410 57 2192
1010

1011 AR A j3F (30175 70135
1100 0D [4A 08 4F |40 07 45102
1101 5815A[5B|5C]  BE |5F 150 | 51 53154 |55 | 56
110 | SALLE gr 160 20166

(2) Decoding

i) Apply the (8.4) extended Hamming
decoding rule to the first and last 8-bit vec-
tor V?z and W , of the received vector W
Then an 8-bit word V (:‘71 v ;) can be
obtained. Here. if the word V s an unused
word. it is detected as an error sequence and
retransmission may be requested.

i) If B of (16) isAequal toAl. invert VAZ and

v togiveaword U, Else U = V.
lf: -z 17\( 7—);""}“ l;‘)( Med I",@) (16)

i) If 0, is equal to 1. inAvert 1'1/'\1 and 1'1A'5 to
give a word ZAJ Else (} = 0.

iv) Finally remove u | and get a 7-bit mes-
sage LA/' .

Fig. 4 shows the logic diagram to find the
7-bit message U from 8-bit word V .

Note that the above mentioned code can not
be obtained from any (8.4) extended
Hamming codes. The number of generator
matrices of systematic (8 4) Hamming codes
is 24. Among them. only 4 generator matrices
can be used to construct the proposed code.

The codes obtained from the remaining matri
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7-bit
PPN IR o~ Message
o|%|&| 0| 6| 6|5 —
s l‘ t
Word
R R R R R R A

l ' '

Logic circuit of
Ign. (16)

Fig. 4. Logic diagram of 8-bit word to 7-bit message
decoder.

ces do not have enough codewords which sat-
isfy the property of zero alternating digital
sum. This can be proved by exhaustive
searching. And, in the case of N=1, slight
modification in pre-encoding and post-decod-
ing procedure may be required according to

the candidate generator matrices.
V. Performance analysis and discussion

1. Characteristics of line coding.

Since the proposed codes are constructed by
using zero digital sum and zero alternating
digital sum codewords, both the running digi-
tal sum and running alternating digital sum
are also zero. The maximum running digital
sum, maximum running alternating digital
sum and maximum runlength of MB-
ECLC(N=1) are 2, 2 and 4, respectively. And
those of MB-ECLC(N=2) are 3, 3 and 6,
respectively. Because maximum Rgragr and
maximum Rgyp of MB-ECLC(N=1) are 2, and
those of MB-ECLC(N=2) are 3.

The code rate of the MB-ECLC(N=1) and

MB-ECLC(N=2} are 0.375 and 0.4375. respec-
tively.

In Table 4, line coding parameters and code
rate of the proposed codes are summarized.
Table 4 shows that the parameters of MB-
ECLC(N=1) are better than or as good as
those of MB-ECLC(N=2) and the code rate of
MB-ECLC(N=2) is higher than that of MB-
ECLC(N=1).

Table 4. Line coding parameters and code rate of the
proposed codes.

MB-ECLC(N=1)|MB-ECLC(N=2)

d 0 0

D, 0 0
Dyax 2 3

a 0 0

A, 0 0
Amax 2 3
Ryax 4 6

code rate 0.375 0.4375

2. Spectral characteristics

The power spectral density for line codes
with bounded digital sum may be determined
by the algorithm of Cariolaro and Tronca™.
The same procedure can be used to determine
the power spectral density of the proposed
codes. Fig. 5 shows the power spectral densi-
ty of the proposed codes. It shows that the
proposed codes have good spectral characteris-
tics at low frequency region and has null
points at DC and Nyquist frequency and MB-
ECLC(N=1) has rather better spectral charac-

teristics than MB-ECLC(N=2).

3. Eye diagram
In a system which uses the raised cosine

filter of roll-off factor a=0, eye diagrams of

3419
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Fig. 5. Power spectral density of the proposed codes.

(a) PRBS.

(b) MB-ECLC(N=1).
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a pseudo random binary sequence(PRBS) and
a sequence of the proposed codes are illustrat-
ed in Fig. 6. The eyewidth of the proposed
codes are clearly shown to be wider than that
of a PRBS.

V. Conclusions

In this paper. we proposed the minimum-
bandwidth binary ECLCs. The proposed codes
have the additional capability of error detec-
tion by the unused codewords besides the
intrinsic error control capability of the (8 4)
extended Hamming code. And they have good
line coding properties since their running dig-
ital sum and running alternating digital sum
are zero. Through the power spectral density
of the proposed codes, we verified that they
have null points at DC and Nyquist frequen-
cy. Wider eyewidth of the proposed codes are
shown by comparing the eye diagrams. In
addition. implementation of the proposed code
can be accomplished by simple pre-coding and
post-decoding circuits with the (8,4) extended
Hamming coder and decoder. Therefore the
proposed codes can be well suited for high

speed communication links and/or bulk stor-
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age systems.
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