DEri=

M3 97-22-2-4

On the Generation of Synchronizable Conformance Test Sequences
Using the Duplex Digraph and Distinguishing Sequences
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Abstract

In this paper, a new technique is proposed for generating a minimum-length synchronizable test sequence that
can be applied in the distributed test architecture where both external synchronization and input/output operation
costs are taken into consideration. The method defines a set of transformation rules that constructs a duplex
digraph from a given finite state machine representation of a protocol specification such that a rural Chinese postman
tour of the duplex digraph can be used to generate a minimum-length synchronizable test sequence using
synchronizable distinguishing sequences as the state identification sequence for each state of the given finite state
machine. This method provides an elegant solution to the synchronization problem that arises during the application
of a predetermined test sequence in some protocol test architectures that utilize remote testers.
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1. Introduction

A communication protocol defines all possible
interactions among the communicating entities. Con-
formance testing is to establish whether a protocol
implementation under test (IUT) conforms to the
protocol specification [1]. When conformance testing
is performed, an TUT is viewed as a black box. The
internal behavior of the IUT cannot be observed, but
only the output sequences can be checked after applying
the input sequences to the IUT. In Fig. 1, the lower
interface and the upper interface of the IUT are con-
trolled and observed indirectly by the lower tester
(LT) and directly by the upper tester (UT), respect-
ively. The LT and the UT coordinate to stimulate the
IUT with a given sequence of input interactions and

to observe the resulting output from the TUT.

Test Upper Tester

Coordination (UT)
Procedures
X, Z a b
Protocol
il Implementation
Lower Tester Under Test
(LT) (IUT)
c,d y

Fig. 1 The Distributed Test Architecture for Testing a Pro-
tocol Implementation.

During the application of a predetermined test
sequence in the test architecture, the UT and the LT
are bound to synchronize with each other only
through their interactions with the IUT. However,
this requirement may lead to a synchronization problem
when the LT (or the UT) is expected to send an input
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to the IUT after the IUT sends an output to the UT
(or the LT) but the LT (or the UT) is unable to
determine whether the IUT sent that output. Synchro-
nization between the UT and the LT can be achieved
by external synchronization operations. However,
these solutions either require an additional communi-
cation channel and/or an additional protocol for
coordination between the UT and the LT. Such
requirements can be eliminated by constructing a
synchronizable test sequence such that the corresponding
sequence of transitions cause no synchronization
problem.

In [2], the technique can only be applied to the pro-
tocol which is tightly synchronizable with both the
UT and LT. The duplex digraph of the other proto-
col is not strongly connected, of which no tour can be
employed to generate a test sequence to completely
test all the transitions. In [3], synchronization prob-
lem must be considered as part of the architectural
constraints and design of test systems. However, it is
not clear whether the synchronization problem can
always be avoided by making appropriate changes to
the protocol specification as mentioned in the paper.
Therefore, the method will only be applicable to a
limited extent in the case of a real protocol. In (4], the
method constructs a test sequence using synchronizable
unique input/output sequences for each state of the
given finite state machine. But, a recent research {5}
mentions two general classes of faults-nonminimal
implementation and incomplete specification-that can-
not be caught with an unique input/output based
testing. Therefore, all the previous researches we
reviewed have their own pros and cons.

This paper presents a new technique for generating
a minimum-length synchronizable test sequence that
can be applied in the distributed test architecture

where the cost of both external synchronization
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operations and input/output operations are taken
into consideration. The main advantage of this tech-
nique is that it ensures complete fault coverage. The
rest of the paper is organized as follows. Section 2
describes some notations and concepts related to an
FSM model and its testing. Section 3 and 4 present
the synchronization problem and the duplex tech-
nique [2, 4], respectively. Section 5 introduces a set of
transformation rules that constructs a duplex digraph
from a given FSM representation of a protocol speci-
fication such that a rural Chinese postman tour [6] of
the duplex digraph can be used to generate a minimum-
length synchronizable test sequence using synchronizable
distinguishing sequences. Finally, a conclusion is

given in Section 6.
I. FSM Model and Testing

The control portion of a protocol can be specified
as an FSM M with a quintuple (S, 1, O, f, g), where:

S =the set of states of M, including a special state s,
called the initial state;

I=the set of inputs, written 7 in the following, i, €1,
O =the set of outputs, written o in the following,
including the null output (nu), 0, €0;

Jf =the next-state (transition) function, § x I—§;

& = the output function, § x - 0.

An FSM M is represented as a directed graph,
G=(V, E), where the set of vertices V ={v,,...,0,}
represents the set of specified states $={s,,...,s,} of
M and a directed edge (T;¥;, Vs:4,/0,) € E tepresents
a transition from state s; to state s, in M. Each edge
has a label 7, /o, where #, and o, are input and output
operations.

The process of checking a transition from sj to sk
with input/output #, /o, consists of three basic steps:

(1) The FSM implementation is put into state s;;
(2)Input i, is applied and the output is checked to

verify that it is o,, as expected; 0
(3)The new state of the FSM implementation is
checked to verify that it is s;, as expected.

The cost (or length) of each edge of G is equal to
the number of input/output pairs in its label. The
cost (or length) of a path in G is the sum of the costs
(or lengths) of edges included in the path. A path
with the minimum-cost (or-length) among all paths
from v, to v, is called a shortest path from v; to v,.
G=(V, E) is a subgraph of G*=(V"*, E) if V=V*
and E € E*. An edge-induced subgraph G[E,] of E*
is the subgraph of G* whose vertex set is the set of
heads and tails of edges in E,, and whose edge set is
E, where E.S E* [6]. A tour in G is a path which
starts and ends at the same vertex. An Euler tour P
of G is a tour which contains every edge in E exactly
once. A rural Chinese postman tour (RCPT) T of
G=(V, E) over a set E,S E is a minimum-cost
(or-length) tour traversing every edge in E, at least
once [6].

An example of a graph representation and its tran-
sition table of an FSM M are shown in Fig. 2 and
Table 1, respectively. An input (or output) operation
of an IUT is said to be related to LT if it comes from
(or goes to) the lower tester LT. An input (or output)

Ts = a/z

Fig. 2. A Graph Representation of a Finite State Machine
M.
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operation of M is said to be related to UT if it comes
from (or goes to) the upper tester UT. For example,
in the FSM in Fig. 2, the symbols ¢, d (or ) refer to
an operation related to LT (and not related to UT)
and the symbols &, b (or x, 2) refer to an operation
related to UT (and not related to LT).

Table 1. Transition Table for M in Fig. 2

Output Next-State
—
Input| a & ¢ dja b ¢ d

State

I X Yy mu nulvy v, v U
v, zZ mu oy nulv, v, Uy ¥
v, zZ nu mu Yy |, vz Uz U

[f. Synchronization Problem

For most of conformance test generation methods
[7.8] reported in the literature it was implicitly
assumed that all interactions of the IUT are directly
visible to the tester. However, this is not always true
in the case of protocol testing as shown in Fig. 1,
which shows the distributed test architecture [1,9] for
OSI conformance testing. In this architecture the
upper and lower testers see only the interactions
taking place on the upper and lower interface of the
protocol entity, respectively. The synchronization
between the upper and lower testers is in general a
problem. The synchronization problem is defined as

follows:

Definition 1

A pair of consecutive transitions whose labels form
a sequence of input/output operations [7,/0,, 7,/0,]
encounters a LT to UT synchronization problem if
both #, and o, are related to LT (and not to UT),
where 7, is related to UT;it encounters a UT to LT
synchronization problem if both i, and o0, are related
to UT (and not to LT), where ¢, is related to LT.

For an example as shown in Fig. 2, the sequence of
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input/output operations [c/y, afz] (generated from
the pair of transitions [T, 7s]) encounters a LT to
UT synchronization problem. In [c/y], LT will send ¢
to IUT and then receive ¥ from IUT, while in [a/z],
UT is expected to send a to IUT;however, UT can
not detect the time when IUT receives ¢ and therefore
cannot determine the time to send message a to IUT.
In order to solve the synchronization problem, two
external synchronization operations LT fo UT and
UT to LT are proposed by ISO 9646 [7] as follows:

Definition 2 :

LT to UT:LT informs UT that it is now a right
time to send the next message.

UT to LT:UT informs LT that it is now a right
time to send the next message.

The LT to UT (or UT to LT) external synchronization
operation is introduced each time the LT to UT (or
UT to LT) synchronization problem is encountered. In
the below, a synchronizable test sequence which
involves external synchronization operations is defined
to be a sequence of input/output operations that do

not encounter the synchronization problem as follows:

Definition 3 -

A test sequence [£,/0,, X\, £2/02, Xo,ecey Xn~1, 1f0,])
is synchronizable if, for | < k < n—1, either

(1)[#4/04, g +1/0lk +,] encounters no synchronization
problem and Xk is null, or

(| 7e/0r, B4 41/0k+1] encounters the LT to UT
synchronization problem and Xj is an external synchro-
nization operation LT to UT, or

(DMixf/0k, 2k 41/0k+1] encounters the UT to LT
synchronization problem and X, is an external
synchronization operation UT to LT.

For example in the transition digraph of FSM M
in Fig. 2, the test sequence [¢/y, a/z] generated from
the pair of transitions [T,, T's] encounters a synchro-
nization problem. This test sequence can be converted
into a synchronizable test sequence [¢/y, LT to UT, afz}

which involves the LT to UT external synchronization
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operation. Obviously, the resulting sequence is synchro-
nizable because the above condition (2) is satisfied.

IV. The Duplex Technique

The duplex technique [2] is proposed such that its
shortest paths can be used to generate minimum-cost
(or -length) synchronizable transfer sequences, where
both the input/output and external synchronization
operation costs are taken into consideration. The
graph G(V, E) of an FSM M is converted into the
duplex digraph G’ (V’, E’) as shown in Fig. 3, where

the conversion process includes three steps, namely,

(1)for each vertex v; €V, create a pair of vertices
LT;, UT;, and a pair of dashed edges (LT;, UT;; LT to
UT) and (UT;, LT;;UT;j to LT),

(2)for each edge (T,,;v;, vs:fp/0,) EE, create fines
edges as follows:

UT;, UTy;é,/0,), if both iy and 0, are related to UT, or
WT;, LTy:i,/0,), if i, is related to UT and o, is
related to LT, or

(LT;, LTy;1,/0,), if both £, and o, are related to LT, or
(LT;, UTyii,/0,), if i, is related to LT and o, is
related to UT, and

(3)remove all isolated vertices.

In step (1), each vertex LT; (or UT)) stands for
both the starting place of a test segment with first
input operation related to LT (or UT) and the
starting state being v;, and each dashed edge (LTj,
UT;) (or (UTj, LT)) represents an external synchro-
nization operation LT to UT (UT to LT). In step (2),
each fine edge represents a transition of M. In step
(3), the vertices that are not accessed by any path are
removed. Thus, the shortest paths from UT; (or LT})
to UT; (or LT;) can be used to generate the minimum-
cost (or-length) synchronizable transfer sequences

which transfer M from state v; to state .

L1710 UT

L

UT o LT

L7 10 UT

Ul'to LT
Fig. 3. The Duplex Digraph G’ (¥, E’) Converted From
the Graph G(V, E) of M in Fig. 2.

V. Minimum-Length Synchronizable Test
Sequence Generation

In this paper, it is assumed that M is a deterministic
and minimal FSM M which is represented by strongly
connected graph G (V, E). The proposed method for
generating a minimum-cost (or-length) synchronizable
test sequence for a given FSM M will be constructed
as the following four phases:

(1)The graph G(V, E) of an FSM M is converted
into a duplex digraph G” (', E"). The conversion
process for each vertex and edge in the graph G(V, E)

is as shown in Section 2.

(2Q)A set of LT- and UT- synchronizable distingui-
shing sequences for each state of M is constructed.
An LT-(UT-) synchronizable DS (v;), denoted as LT-
(UT-)DS (v)), is a distinguishing sequence which
starts at state v; with an input operation related to
LT (UT) or an external synchronization operation LT
to UT (UT w LT). A set of LT- and UT-
synchronizable distinguishing sequences for each state
of the FSM in Fig. 2 is shown in Table 3. The LT-
(UT-)DS (v;) sequences can be obtained from an
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input @ DS-Diagram [10, 11] denoted by GIlE.]=
(v, E). When a distinguishing sequence [z, a] is
used, the diagram G [E,] of an FSM M is shown in
Fig. 4 and the test segments with the form input@ DS
are listed in Table 2.

b @ DS
/£
(V A d @ DS _a @ DS
- 3 S ™

Fig. 4. Input @ DS-Diagram GE,.] of M in Fig. 2.

Table 2. Test segment [#nput @ DS for M in Fig .2
DS=a,a

Ti:(1, 2:8/9)(2, 1;a/2)(1, 3;a/x)=(1, 3;b/y @DS (1Y)
Ty:(2, 3:¢/9) (3, 2:0/2) (2, 1;2/2) =2, 1 ;¢/y @DS (3))
T3:(3, 1:d/» (1, 3;a/%) (3, 2;a/2)=(3, 2;d/y @DS (v,))
Tq:(1, 3;a/2) (3, 2:a/2)(2, 1;a/2)=(1, |;a/x @DS (vy)
T5:(3, 2;a/2)(2, 1;a/2)(1, 3;a/x)=(, 3;a/z @DS ;)
Te: (2, 1:a/2)(1, 3;a/x) (3, 2;a/2)=(2, 2;a/z @DS (v)))

Table 3. A Set of Synchronizable Distinguishing Sequences
(LT-(UT-)DS (v;)) for Each State of M in Fig. 2

v UT-DS (0))=XUT7, UT,;a/x, a/2)

LT-DS () =(LT}, UT3; LT to UT, a/x, af2)
v,:UT-DS (v)) =(UT3, UT1;alz, alx)

LT-DS(v)) = (LUT3, UT3: LT to UT, a/z, a/x)
v3:UT-DS(v3)=(UT3, UT;;alz, af2)

LT-DS(v3) = (LT3, UTy; LT to UT, a/z, af2)

(3)A duplexD digraph G"(V ", E"), as shown in Fig. 5,
for the FSM M is created by adding a set of bold
edges and vertices to the duplex digraph G (V', E")

according to the following steps, namely,

(a)for each edge (Tm; v, ¥;2/0) €E, add a bold vertex
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Yy and a bold edge (T: X}, Yi' ;i/0), where

X =LT if ¢ is related to LT, X=UT if { is related to
UT, and

Y = LT if both ¢ and 0 are related to LT, or

Y =UT if both 7 and o are related to UT, or

Y =LUT if { is related to LT (or UT) and o is related
to UT (or LT),

(b)for each Y, and each Y-DS (vy) = (v, vy 1/0-seque
nce), add

a bold-dashed edge (Y}, LTy;i/o-sequence) if [i/o-se
quence, LT-related i, is synchronizable, or

a bold-dashed edge (Y, UT,;¢/0-sequence) if [ifo-se
quence, UT-related i,] is synchronizable, and

(c)for each LUT; and each LT-DS (vy) (or UT-DS (vy)
=(vy, vy:8/0-sequence), add

a bold-dashed edge (LUTY, LT);i/o-sequence) if [ifo
-sequence, LT-related 1,)] is synchronizable, or

a bold-dashed edge (LUTY, UT,;i/o-sequence) if [i/o

-sequence, UT-related i,)] is synchronizable.

In step (3) of the above procedure, each bold edge
(T X, Yi's1/0) represents the first /o pair in the test
segment to verify transition Ty, Each bold vertex LT}
(or UTy) is where a bold edge with operations LT-
related 1,/ LT-related 0, (UT-related i, fUT-related 0,)
ends, and where an LT-(UT-) synchronizable disti-
nguishing sequence starts. Each bold vertex LUT} is
where a bold edge with operations related to both
testers ends, and where either an operation LT- or
UT- synchronizable distinguishing sequence starts.
Each bold-dashed edge (Y;', vs) represents a synchro-

nizable DS (vy) of state vj.

(4)The RCPT algorithm [6] is employed to construct
an RCPT in the duplexD digraph G (V' E”) over the
set of edges represenling the test segments. As a
result, a minimum-cost (or-length) tour that traverses
every bold edge at least once of the duplexD digraph
G (V' , E") covering all the nonoverlapped test

www.dbpia.co.kr



BX/olF HYaR T} FENALE o188 5713 ARHNY $5 44

segments becomes a minimum-cost (or -length) synchro-
nizable test sequence for the FSM M. For an example
as shown in Fig. 5, the RCPT over the bold edges is
as follows: [T, UT-DS (vy), T\, LT-DS vy, Ts, UT-DS
(), UT to LT, T, LT-DS(,) Ts, UT-DS(v), Ts, T,
T,, LT-DS (v;)]. This tour is used to generate the test
sequence [a/x, a/z, a/z, b/y, LT to UT, a/z, a/x, a/z,
afz, afx, UT to LT, d/y, LT to UT, a/x, a/z, a/z, a/
x, alz, afz, by, c/y, LT to UT, afz, a/z] with the
total cost of 20 input/output operations and 4 external
synchronization operations, where the test segment
for T, is [a/x, a/z, a/z], for T, is [b/y, LT to UT,
afz, afx], for Ts is [afz, a/z, a/x], for Tyis [d]y, LT
to UT, afx, afz), for T¢ is [a/z, a/x, a/z], and for T,
is [¢/y, LT to UT, afz, af/z]. Normally, it is assumed
that each input/output operation (£,/0,) takes a unit
cost, each external synchronization operation (LT fo
UT or UT to LT) takes 5 units cost, and each manual
coordination by use of a telephone or terminal con-
nection takes 10 units cost. In case of the above

example, the total cost of the test sequence with external

UT-DS(¢)

¥ ' LT-DS(y)
ur,

Fig. 5. The DuplexD Graph G “(V , E”) Constructed From
the Duplex Graph G” (¥, E’) in Fig. 3.

synchronization operations is 40 units. On the other
hand, the total cost of the test sequence with manual
coordination is 60 units. Therefore, the former takes
about 30% saving in the unit cost, compared with the

latter.

VI. Complexity of the Proposed Method

In the proposed method, a synchronizable test
sequence is generated from G(V, E) as follows: (1)
The digraph G is converted into a duplex digraph G *
(V’, E’). (2) Test segments with the form input @ DS
are constructed from the G[E.] diagram. Synchro-
nizable distinguishing sequences (LT- (UT-) DS (v;))
are obtained from the G[E,.] diagram and these test
segments. (3) A duplexD digraph G (V °, E ") is
created by adding edges (representing these test segments
and synchronizable distinguishing sequences) to G.
(4) The RCPT algorithm is employed to construct an
RCPT in the duplexD digraph G™(V °, E") over the
set of edges representing the test segments. Then, the
RCPT is a minimum-cost (or -length) synchronizable
test sequence for the given FSM M. Assume that »
and m are the number of vertices and edges in G,
respectively, #”, m’ and m,. are the number of vertices,
edges and edges for external synchronization operations,
respectively, and #, " and m, are the number of ver-
tices, edges and bold edges in G, respectively. Then O
n)=002n")=04n), O(m )=0(m")=00m), and
O(m.)=002m,.)=0(4n). Step (1) requires O(n”"+
m’ +m.)=0(4n +m). According to [10, 11], step (2)
takes O((n—1)n"). Step (3) requires O + nd’ +m.)
=0(87 +m). Step (4) can be reduced to the minimum-
cost maximum flow problem which then takes
O™ (" +n"logn")log(m.))=OW@n(m+4n logn)
log{42/m)) [6]. The total complexity is min(O{(z —1)
n"), O(n(m-+n log n)log(n/m))).

Theorem 1:If a graph representaiton G(V, E) of
IUT has a property of input/output interactions
related to LT and/or UT, a tour of the duplex digraph
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G’(V’, E’) converted from G yields synchronizable
sequence.

Proof:By definition 3, it is obvious that a test
sequence generated form a tour of this duplex digraph
will be [7,/0y, X1, 1,/05 Xa,..., Xu_1, 4]/0,] with both
operations (0, and X and (X, and {,,,) being
related to LT (or UT) and UT (or LT), respectively.
Therefore, any of the duplex digraph G'(V', E’) can
be employed to generate a synchronizable test sequence.

Theorme 2:If we construct an Euler tour P of a
rural symmetric augmentation G* in the duplexD
digraph G™(V', E"), the tour P corresponds to a rural
Chinese postman tour (RCPT) which is a minimum-cost
(or -length) synchronizable test sequence for the given
FSM M.

Proof: Assume on the contrary that there exists an
RCPT T with cost C(T) < C(P). Let X (v}, vp:4,/0,)
by the number of times (v;, v:7,/0,) is traversed in T
and X (v}, v;:1,/0,) by the number of times (v;, vy: ¢,/
0,) is traversed in P. A directed graph G * is constructed
by including X (v}, v,:1,/0,) copies of edge (v}, vy:1p/
0,) EE " Since each edge in E, is traversed at least
once and the starting and ending vertex is v,, the
resulting graph G* is symmetric and contains each
edge of E, at least once. Since C(X")=C(T)< C(P)
=C(X), X is not rural symmetric augmentation, which

is contradiction.
VI. Conclusion

In this paper, the problem has been studied for
generating a synchronizable test sequence that can be
applied in the distributed test architecture for testing
a protocol implementation, presented a new technique
for generating a minimum-length synchronizable test
sequence that can be applied in a testing system
where the cost of both external synchronization
operations and input/output operations are taken
into consideration. The method defines a set of trans-

formation rules that constructs a duplex digraph from
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a given finite state machine representation of a proto-
col specification such that a rural Chinese postman
tour of the duplex digraph can be used to generate a
minimum-length synchronizable test sequence using
synchronizable distinguishing sequences as the state
identification sequence for each state of the given
finite state machine.

Several issues of research in synchronizable test
generation remain open. In this paper, it is assumed
that the method above is based on the deterministic
finite state machine model. We have not considered
non-determinism problem as most specifications writ-
ten in formal description techniques normally have.
Synchronizable test generation from non-deterministic
finite state machines is still a research topic. Also,
more research covering both the control and data
flow aspects of protocols is required. Both problems

are important in the protocol conformance testing.
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