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ABSTRACT

When the superposition of realtime traffic and non-realtime traffic is applied to the ATM network, the succes-
sive cell loss(block loss) is more influential on the quality of service (QoS) of two traffic streams than the single
loss in case of bursty traffic. Block loss can be identified as an important performance measure because of delay-
oriented policy for realtime traffic. In this paper, we consider the system with the two-level overload control re-
ducing of the recurrence of shut-down periods and develop a recursive algorithm to obtain both block loss and cell
loss probabilities of both traffic. We can see that it gives the more precise and diverse investigations on performance
analysis of queuing strategy
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1. Introduction date diverse traffic and satisfy their the quality of ser-
vice (QoS) requirements. Once the buffer room is
Network resources in the ATM link must accomo- filled up, all arriving messages must be lost or de-

layed. In that case, QoS of all traffic streams present
* Az FAAFL:
M v 47:98027-0115
Bz 1442:1998% 1) 1511 Therefore, overload control, set of all actions re-

in the system is significantly deteriorated.
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ducing the recurrence of shut-down periods, is an im-
portant factor in design of the ATM network.

Many researchers studied the overload control based
on the various cell discarding schemes such as Push-
out and PBS(Partial Buffer Sharing). Refer to [1], [2],
[31, [4), [6] and [7]. However, those works are
mainly limited to a single cell loss and made it diffi-
cult to view the block loss composed of cells. In fact,
the quality of realtime traffic, such as video and voice
is more sensitive to the block loss than the single
cell loss. On top of the unified ATM layer, AAL
provides enhanced services with block level. Recent-
ly, Cidon et. al. [5] investigated the block loss pro-
bability of the system without the overload control
and developed the recursive algorithm for deriving it.

In this paper, we analyze the performance of the
two-level overload control in a finite buffer. This
model is applied to the overload control of diverse
message composed of cells in an ATM link. We will
develop the recursive formula to obtain the block
loss and cell loss probabilities considering correlation

of successive cell losses.
II. Modeling and Notations

2.1 Traffic modeling

We assume that realtime and non-realtime cells ar-
rive according to a Poisson process with rates 1" and
A", respectively. All incoming cells are stored in a
commom buffer of size K. The transmission (service)
time is exponentially distributed with a common rate
p for both traffic.

Under the above assumption, we denote two level
thresholds for overload control by L, and L, (Li<L;<
K) and define an overload period to be equal to the
time period where the buffer contents exceed level L,
until it drops to level L. The interval between two
adjacent overload periods is also defined to be under-
load period. See Figure 1 for the operation modes.
For the prevention of the congestion, the main fuction
of the two-level overload control is to deter realtime
cells from entering the buffer during the overload

periods.
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Fig. 1 Operation modes for overload control with two
level thresholds

Before the development of recursion formula, we

define several notations for the remainder of this

paper.

« [1G), i = 0, 1, ..., K : The probabilities of having

i cells in the system when a new cell arrives.
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« IF, i =0, 1, .., L1 : The probabilities of ha-
ving i cells in the system when the system is
in the underload period.

« 1%, i = Li*+l, Li+2, .., K : The probabilities
of having i cells in the system when the system
is in the overload period.

« QAk), i =0,1, ., K, 0<k<i: The probabil-
ities that k cells out of i cells in the system
leave the system (are transmitted) during an
inter-arrival time.

« P'(j,m), n=1, 0<j<n : The probabilities of j
losses in a block of n realtime cells.

« P"(j,n), n=1, 0<j<n : The probabilities of j
losses in a block of n non-realtime cells.

« Pi(j,m), i=01, ., K a1 0<j<n: The
probabilities of j losses in a block of n realtime
cells given that there are i cells in the system
just before the arrival of the first cell of the
block.

« P/(j,m),i=01,.,K nxl,0<j<n : The
probabilities of j losses in a block of n realtime
cells which will be arrived first afterwards given
that there are i cells in the system just before
the arrival of a non-realtime cell.

« P'(j,m),i=0,1,., K nxl, 0<j<n: The
probabilities of j losses in a block of n non-
realtime cells given that there are i cells in the
system just before the arrival of the first cell of
the block.

« PPGom), i =0, 1, ... K, n=1, 0<j<n : The
probabilities of j losses in a block of n non-real-
time cells which will be arrived first afterwards
given that there are i cells in the system just
before the arrival of a realtime cell.

« p(#) : The probability that an arriving cell is a
realtime cell, p(#)=A"/(A"+A") and p(r)=1-
7).

III. Recursive Algorithm
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We first derive the equilibrium probability of the
system. To this end, we devide the original controlled
process into two uncontrolled subprocesses:the under-
load subprocess and the overload subprocess. See
Figures 2. It is clear that both subprocesses are phase-
type renewal processes having a single absorbing state.
We define Q°={0, 1, 2, -, La—1} and QU={Li+1,
Li+2, -+, K} for sets of transient states of two sub-

processes.
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Fig. 2 State Underload/Overload Subprocesses
Let x! be the mean sojourn time at state i in the

underload subprocess and = xé, x{‘, sy xLL,l,l}.

By the arguments in [1], we get

1,1 P
L_ L Tl’ Pr+1 - |
ol f:mgll,,,n A ki Ap 1€ 2, . ey

Similarly, we can find the expected sojourn time

xY in overload period, which is given by

xU._: min(Ly, ©) _l_ {— Ak
! =T+l py R=i Pps

1€ Qy. @

Since the overall chain is positive recurrent, it may
be seen as an alternating renewal process with its

random epochs set at the transitions associated with
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‘#7,+1 and A, _,. Both alternating renewal variables

are independent and characterized by the underload
and overload periods. Then, the equilibrium probabil-
ity must be equal to the long-run proportion of time

within an underload and overload cycle. Therefore,

we have

ot = ext = eul 3)
1y = exf €Y, )
where

-1

c = {LISOI xF+ ji$,+l x,U] . )]

The inverse of c¢ is the expected length of the under-
load/overload cycle. Therefore, the distribution of the

queue length is given by

Iy , 0=is Ly,
O =i+ , Li<i< Ly, (6)
uy , Ly<i<K,

If an arrival sees i(L,<i<L,) cells in the buffer,
the state of the system is underload period with pro-
bability ¢ "=(2,’§.?_f+1 17,1*)/(2,{1},:“ I1()) or over-
load period with probability ¢ ‘=1—¢*

Now, consider the computation of the probabilities
P’(j, n) and P"(j, n). By conditioning on the nu-
mber of cells seen by the first cell in the block, we

can obtain following relation.

PG, w) = 3, 0G) PG, . ™
PG, m) = 3 11G) PG, ). ®)
3.1 Realtime Traffic

The initial values of P[(j, n) can be written down

as follows.

1, =0
P,-’(j,1)={ , 0<i<L, )
0, otherwise
I, Jj=1,
Pf(j,1)=[ , Ly<i<K,
0, otherwise (10)
Pi(0, &) =0, L,<isK,1<k<n, an
Pl(n, m)=0, 0<i<L,. (12)

When an arriving realtime cell sees (L;<i<Ly) cells
in the buffer, the cell can be entered only in the un-
derload period. Hence,

b, i=0
PiG.D=1éy, j=1 , Li<i<L,. (13

0. otherwise

Let us denote Qi(k) to be the probability that k(<
i) cells among i cells are transmitted during an inter-

arrival time. From the assumption on the traffic, we

have
& » r
u A7+A
0=k<1
+ AT+ A7 ( +A"+/1r) ’
QU= (” ) # (13)
— =4
u+/1"+/v) P k=

Again, consider a general case for n=>2, When the
first cell in a realtime block arrives and sees i(0<{
<L) cells in the system, it enters the system. Then,
J cells out of the next n—1 cells in a realtime block
must be lost. If kK(O<k<i+l) cells are transmitted
during an inter-arrival time after the arrival epoch of
the first cell, a new arriving cell sees i+1—k cells in
the system. Since a new arriving cell is a realtime

cell with probability p(r), we have

PiG,m) = 5 QuaBIKAPL, L n~1)

. (15)
+p( PP G on=1]), 0<isL,.

When the buffer is occupied by i(Ly<i<L;) cells at
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arrival epoch of the first cell in the realtime block,
the buffer accepts the first cell in underload periods

but not in overload periods. Thus, we have

PIGm = 80| 3 Qui®IsAPL, Gn—1)

+P(7)Pi3.1—k(j, n—1)] }

¢l/{ Z:O QRN NP_(i—1.,n—1) (16)
+ 0 PP G=1, 7= D] }
Li<i<L,.

Since more than L,—1 cells in the buffer make

the realtime cell lost, we have

PIG.w = 2 @BIANPLG=1,n=1) )

+ (AP G=1, n~ D], Ly~i<K.
On the other hand, the arrival of the non-realtime

cell does not affect the realtime cell block size. There-

fore, the equations for P,"( j, n) are

PG = B QuBINA P, G

- (18)
+p( PP (G, m], 0<i<K,
and when =K,
PEG, m)= Pi_,(j, n). (19)

Using the above equations (9)--(19), we can calcul-
ate the probabilities PJ(j, n) recursively. First, the
probabilities P7(;, 1), i=0, 1, .., K, are computed from
the initial conditions from (9) to (13). In step &,
k=1, 2, .., n—1, the probabilities P, (j, k), 0<i<K,
are computed from (18)--(19) and the probabilities
PI(j, k), 0<i<K, which have been computed in step
k—1. Then, the probabilities P7(j, £+1) are com-
puted recursively from (14) to (17). For the compu-

tation of the P:' (j, k), 0<i<K, we use the general
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solutions for Hessenburg matrix. Therefore, we obtain

the probabilities P’(j, ») from the relation (7).

3.2 Non-realtime Traffic
The initial values of $P_i"n(j,n)$ are as follows.

1. 7=0

PI(j, 1)={ , 0<i<K, (20)
0, otherwise
1, 7=1

PG 1) = { , i=K. @0
Q, otherwise

By similar arguments for realtime traffic, we have for

n=2.

PIG. W = B QiU PIPH il n=D)

_ (22)
+p NP (7, n=D], 0<i<K,

PIGim = 2 QURINAPELG=1,2-D)

— 23)
+p( MIP(j—1, m—1)], i=K.

Since the arrival of the realtime cell does not affect
the non-realtime cell block size and the realtime cell

loss depends on state i, we have

PIGm) = 3 Qui(BIKAPE 4. n)

_ @4
+p( PPl - (G m)], 0<i<L,,
PRG) = ¢ {8 QB IANPAL LG, W
+P(_7)P:l+1»—k(j. n)] }
= o0 {2, UBIHAPLG, (25)
+pPIPLG T ),
Ly<i<Ly,
PIGom = E QBN TIPLLG, n)
* @6)

+HAP G W), Ly<i<K.

From the above equations (20)-(26) and the relat-

ion (7), we can calculate the probabilities P"(;, x)
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recursively.

IV. Numerical Analysis

We compute the distribution of the number of lost
cells in a fixed size block by assuming that realtime
and non-realtime streams follow the Poisson process.
We consider block loss and cell loss probabilities for
two traffic. Unless otherwise stated, we assume that
the buffer size is 20 and the threshold values, L; and
L,, are 12 and 16, respectively and block size is 10.
The QoS requirement for each traffic will be as-
sumed as follows : A block more than 3 lost cells is
unrecoverable for realtime traffic and a block at least
1 lost cell for non-realtime traffic. In this case, block

loss probability will be X7_; P({, n) and mean of

for realtime traffic. Alter-

cell loss =0 (L n) ’f: (G, n)

native approach will be get using independence as-

sumption. That is, block loss probability is I},
n i n—; _ U Ly—1
[#] 2107 where pp= 6V 51200 M +

2K, 10,

Independence assumption can ignore the correlation
between adjacent cell losses due to bufer overflows
and may lead to incorrect consecutive cell loss pro-
babilities. Figure 3 shows the block loss and cell loss
probabilities for realtime traffic by using the recursive
algorithm and the independence assumption. There ex-
ists a considerable discrepancy between block losses
calculated by the two methods for realtime traffic.
This pheomenon results from the assumption of in-
dependence among the losses of arriving cells, which
is more optimistic for realtime traffic with strong bur-
stness.

Admissible load can be different based on the cri-
terion of block loss requirement. Figure 4 shows the
loss distributions for realtime traffic and non-realtime
traffic according to the total load. As the realtime
traffic ratio increases, block loss for realtime traffic

decreases but not for non-realtime traffic under the
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Fig. 3 Block loss and cell loss probabilities for realtime
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Fig. 4 Loss probability with total load

fixed total load. That is, the decrease of non-realtime

traffic means the relative increase of service for real-
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time traffic. As the total load increases largely, block
loss probability increases proportionally. It means that
block loss is affected by total load but not related to
the specific portion of traffic type under the buffer
sharing mechanism.

Priority schemes are to be compared in terms of
the mean cell loss for non-realtime traffic because of
loss-oriented policy. Figure 5 shows that 2-level buf-
fer sharing scheme is little different from the PBS
scheme in [3], which is shown to be efficient for
space priority control of buffer management. It is the
reason that all functions except thresholding are same
in two methods and the effect of the threshold L, is
poor for cell loss of non-realtime traffic.
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Fig. 5 Block loss probabilities for nonrealtime traffic

It is known that 2-level thresholding can provide
the smoothing effect from the abrupi change of input
rate on arrival process. Although research on 2-level
thresholding has been developed, it is limited to single
cell loss [1]. Therefore, the analytic approach with
recursive algorithm is recommendable for precise com-
putation and diversity of analysis in the distribution
of lost cells whthin a block.
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V. Conclusion

In this paper we analyzed the cell loss probabilit-
ies within a fixed size block with two level thres-
holds using a recursive algorithm. Block loss analysis
by recursive algorithm can be eligible for bursty traf-
fic because it includes the information of correlation
between adjacent cell losses due to buffer overflows.
Considering the performance measure in terms of ad-
missible load, overload control through buffer sharing
can be proposed to optimized the allocation of reso-
urces according to the different quality requirements
of realtime and non-realtime traffic. Therefore, we
can achieve a high degree of flexibility for resource
utilization through two threshold values. Block loss
and cell loss can be more affected by total load
than by traffic ratio under the buffer sharing scheme.
It means that traffic ratio can not be main factor on
the admissible load in this scheme. Two level thres-
holding includes the characteristics of the PBS mech-
anism. Therefore, this scheme is more flexible than
PBS mechanism since it provides the smoothing ef-
fect of input rate under congestion control. Finally,
we can infer that performance analysis on 2-level
thresholding is investigated more precisely by using
recursive algorithm.
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