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ABSTRACT

In this paper, the problem of decoding transmitted data sequence with diversity reception in the presence of
nonselective fading is studied. The expectation maximization (EM) algorithm is employed to derive an interactive
algorithm. The algorithm performs block-by-block coherent decoding with the aid of pilot symbols. It is shown
that the complexity of the algorithm grows linearly as a function of sequence length. The performance of the
algorithm is shown to be better than that of the conventional pilot symbol aided (PSI) algorithm. Simulation
results are presented to assess the performance of the algorithm and the results are compared with that of the
conventional PSI algorithm.

I. INTRODUCTION algorithms " . The PSI algorithm in [1] assumes

the land mobile fading channel [3] and uses the

In this paper, an algoritim based on the EM
algorithm for c¢oherent decoding with diversity
reception is proposed. The algorithm uses periodi-
cally inserted pilot symbols to obtain its initial
fading estimates and iterates until estimates con-
verge. It will be shown that the number of itera-
tion is mostly two, which makes the algorithm
practical. There are other pilot symbol aided

pilot symbols only for extracting fading estimates.
The proposed algorithm uses the pilot symbols as
well as the tentative decoded data symbols for
estimation of fading. It is shown that the algori-
thm effectively suppresses the error floor asso-
ciated with the PSI algorithm in [1] under limited
decoding delay and pilot symbol insertion rate.
The EM algorithm is a two-step iterative
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algorithm for obtaining maximum-likelihood (ML)

sequence estimates 45

The algorithm may
provide a practical ML sequence estimator when
the optimal ML sequence estimator is not avail-
able or when its implementation is difficult. The
optimal ML sequence estimator for the fading
channel can easily be derived. However, its
implementation requires evaluation of a likelihood
function for all possible transmitted sequences.

The EM algorithm applied for sequence esti-
mation in the presence of random parameters
(random phase, fading) was published in [6], and
part of this paper focused on uncoded perfor-
mance without diversity reception was presented
in [7]. In this paper, the results presented in [6.7]
are generalized to include diversity reception and
the coded performance is assessed with the use of
trellis coded modulation (TCM).

I. THE CHANNEL MODEL

A sequence of complex-valued symbols { s,} is
transmitted over I frequency -nonselective Ray-
leigh fading channels with diversity reception.
After demodulating and sampling the received
signal, the baseband data for the k-th symbol
interval through the I-th channel is

(D= ar(D s,(D+ ny(D, fori=1...D, (1)

where x,()) is a complex zero-mean additive
white Gaussian noise (AWGN). The complex
fading @ ,() is the piece-wise constant approxi-
mation to the l-th channel continuous fading
process a,() over the k-th signaling interval,

Here, we use the land mobile fading process [3]
for describing the fading process 4,() and its

autocorrelation function can be written as

%E[ a{daw, (D)= Jy(2xB1), (2)

where Jo(+) is the zero-order Bessel

function, and B is the Doppler spread factor. The
transmitted symbols are assumed to be zero mean

and wunit variance, ie. E( s,)=0, E( | s,%=1.
The variance of the AWGN can be written as

WQIR_;’ where & is a number of information
bits per symbol and SNR, is the signal to noise
ratio per bit. It is also assumed that transmitting
chamnels  are distributed  and

independent.

identically

. DECODER BASED ON THE EM
ALGORITHM

The standard format to begin an sequence
estimation is to express the received signal in (1)
for the [-th channel as a vector form

()= Sa()+n() ©)

where the matrix S is an AN-dimensional
diagonal matrix with its (ii)-th element equal to
the transmitted symbol in the i-th symbol interval,
and its off-diagonal elements are zero. The
AWGN vector n(l) is described with its diagonal

D
bSNR, ~

N-dimensional unit matrix. The fading vector a(l)

covariance matrix of I, wherel is

is assumed to have zero mean and covariance
matrix Q.

Assuming phase shift keying (PSK) signaling,
the optimal ML sequence estimate is

i

-~
8

argmax ¢ p({r(1), ..., r(D)}|s) @)
arg min g’ ()" S(Q ' s ()

where r())'is conjugate transpose of () and

- . D .
Q=Q+ b SNR, I. In the above equation, the

transmitted symbol sequence is expressed in
vector form as s and in diagonal matrix form as
S. The maximization step of the above decoder
requires evaluation of its likelihood function for
every possible sequence, which is not practical.
The EM algorithm has been studied in the area
of statistics [4,5] and it offers an altemative ML
sequence estimation strategy when the optimal
estimator cannot be used. The formulation of the
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EM algorithm for the proposed algorithm is
briefly explained in the following. Define a
complete data X such that it is many-to-one
mapped to the available data R={r(1),...,r(D)}.
The available data R is referred as the
incomplete data, and the X is defined as the
incomplete data R along with the fading
A={a(l),...,a(D}. The EM algorithm uses the
conditional log-likelihood function of the complete
data X in a two-step iterate procedure. The i-th
step of the procedure can be written as:

1, Expectation-step : Evaluate

L(d s)=El log A XI9)IR, 5] ®)
2. Maximization-step : Solve for
i+1

st = arg max , L(d s, (6)

where s is the i-th sequence estimate and
X={R,A}.

Assuming that transmitting sequences and the
fading are statistically independent, the likelihood
function L(s s”) for the Expectation -step can be
written as

L(dsh = Z;Z{Re[ ri (D symi (kD] )
— % Ui Pmalk )

where m (k) and m,(k D' are the first and

the second order conditional moments of the
fading process, The required moments are
expressed as

molk, D i=E | (DD, s
= [@-Q (S)" H™L S'Qlu i+ |my(k D"
my(k, D '=E] a,(Dx(d, %)
= [Q (8" H't(D]4, ®

where
_ i it D
H—[ $°Q (8Y"+ 3 g, 1]. ©)
For the special case of PSK signaling, the
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Expectation-step is reduced to evaluating

Lds)= BTRd 74 (0" simu(k D). (10)

The likelihood function for the Expectation-step
is the sum of the likelihood functions for each
channels used for diversity reception. Also, note
that the Maximization-step of the algorithm can
be implemented as symbol -by-symbol maximiz-
ation. This implies linear growth of the algorithm
complexity as a function of sequence length for a
fixed number of iteration.

V. IMPLEMENTATION OF THE EM
ALGORITHM

The implementation of the EM algorithm req-
uires a scheme for obtaining an initial fading
estimates. The initjal estimates is obtained using a
interpolator along with pilot symbols. Assume that
the length of the interpolation windows is

Ny=ML—-1)+1, (11)

where L is the number of pilot symbols and M
is the pilot symbol insertion period in the
window. As an example, Figure 1 shows an
with M=5,L=3, and
Nr=11 where the transmitted pilot symbols are
in the shaded slots.

interpolation ~ window

Block 1 .
Block 2

E
4
hl
!
|
|
|
|
|
|

Fig. 1 Interpolation window with M=5, L=3, NT=11 and
two Sub-Blocks

SO CTON—

The Wiener filter is used for interpolation, and
the interpolated fading estimate for the k-th
symbol interval of the /-th channel is

ay(h= ghi,k rrem-n$D " Lemi-n
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k=1,...,Nyg (12)

where £, is filter coefficient for j-th channel
interpolator,

Note that for PSK signaling assumed, the
Wiener-Hopf equation is

E{ 0o (D[ 714mi-1 (D” S1+mi-p]}=0
for i=1,...,L (13)

wherer A g error™ ak(l)_ ak(l)

The above equation is solved for &, ,=[h,]; for

use in equation (12) to yield

— D 7!
h = [ Q,+ b SNR, I] Q& (14

where
[ Qs] ,-']-:_ZLE( a1+M(x‘—1)(l) @1+ M(;—1) (l)‘)

and
[ qk],-=—%E( ay () aremi-y (07).

The initial fading estimates for EM algorithm is
provided by the interpolator using the pilot
symbols.

The optimal implementation of the EM algori-
thm for a finite length interpolator window can
be summarized as follows:

1. Given a received data R and pilot symbols,
use equation (12) to obtain the initial fading
estimates.

2. Given the fading estimates, use equation (7)
for symbol-by-symbol decoding,

3, Given a decoded sequence, evaluate the
fading estimates using equation (8).

4, Goto step 2 and iterate until estimates
converge.,

Note that the algorithm uses the decoded data
sequence with the pilot symbols for fading
estimates. The decoding part is implemented as
symbol-by-symbol maximizati -on which implies a
linear growth of ‘the algorithm complexity as a

function of the sequence length for a fixed
number of iterations.

The optimal implementation of the algorithm
requires inversion of a matrix with dimension of
N7 for evaluation of the coefficients for the
linear estimator in equation (8). This may be too
complicated when the length of the interpolation
window is large. Thus, a scheme for suboptimal
implementation of the EM algorithm is proposed.
Given an interpolation window with length of Ny,
the window can be divided into a number of
sub-block of length N. After interpolation for
obtaining the initial fading estimates for the entire
window, the EM algorithm with sequence length
of N is applied. As an example, figure 1 shows
an interpolation window of length Ny=11 with
the known symbols inserted in the shaded slots.
The window can be divided into two sub-blocks
with length 6. The interpolator of order L=3 is
used to interpolate the window to provide the
initial fading estimate. Then the EM algorithm
with N=6 can be applied for decoding each
sub-block.

V. PERFORMANCE

The performance of the interpolator is a
function of the pilot symbol transmission period 4
and the number of pilot symbols I in the
interpolation window. The interpolation process is
equivalent to reconstructing a fading process using
its sampled values. Thus, the pilot symbol

transmission ratei has to be larger then the

Nyquist rate 2B7 (neglecting the AWGN). The
transmission rate can be expressed as

- = _a
i —2(1+ T )BT. 220 (15)

where a represents extra redundancy percentage
for the pilot symbol insertion. The average
decoding delay for a given values of M and L is

Decoding Delay = ML-DT 2_ T, (16)
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Note that for actual transmission, the value of
M need to be minimized for reducing the redund-
ancy rate. Given a value of M, the decoding delay
is minimized by choosing a small value of L. The
transmission redundancy is taken into account by
M—1

M

normalizing the SNR by factor of for all

. our simulated results in the following,

with N equal to 12 and the PSI algorithm are
simulated. The extra redundancy rate ¢ of 51%
is used with the insertion number /. of 9 and 5
respectively, It is shown that for a small value of
L (smaller decoding delay), the performance of
the P8I algorithm shows an error floor. The
performance of the EM algorithm shows only a
small degradation.

The average number of iterations for the EM

1.0e+00 e
m&'ﬁmﬁi algorithm simulated in Figure 2 and 3 is shown
EM with N=12- in Table 1. The result show that mostly two
0e-01 P, E iterations are needed, which suggest that the
. N proposed algorithm converges fast,
g S, Table 1. Average Number of Iterations (Uncoded 4-PSK
E i with N=12)
% 10e03 AN -
o ‘\\\\LM\\\ SNR(dB) L-9 L=5
AN 10 2.2062 2.1975
L0e04 | N 20 2.0337 2.0400
AN 30 2.0077 2.0095
40 2.0077 2.0065
1.06-05 e
10 15 20 28 30 35 45
SNR Per Bit (dB)
Now the parameters for the interpolation

Fig. 2 Bit Emor Probability for Uncoded 4-PSK(Land
Mobile Fading with BT=0.03, M=11, L=9, «

=51%)
L.0e+00 T T T T 7 y N
Known Fadin
PST Algorithy -
M with N=12:
1.0e-01f5. ]
L,
\‘. \a\\
N N,
& Ny,
f  roen2t k
:\\-f
E \\b\‘m -
= - AU E
E 10003 WO\ T
N
\\\
1.0e-04} NN
L0808 b
§ 10 18 0 4

Herer Bit:ng) »
Fig. 3 Bit Emor Probability for Uncoded 4-PSK(Land
Mobile Fading with BT=0.03, M=11, L=5, «

=51%)
The performance the EM algorithm is compared
with that of the PSI algorithm as shown in
Figures 2 and 3. The suboptimal EM algorithm
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window are fixed as M=5,L=5 and the EM
algorithm is simulated for different values of B7
as shown in Figures 4,5, The « values for each
Figure are 100% and 43% respectively. The EM
algorithm with sequence length N equal to 11 and

LOe+0 t T T T T T T
Known Fading—
PSI A_I&orithulg
EM with N=1 k..
EM with N=24. -
1.0¢-01 5
£ 10e02 1
g
[-™
g
S Loe03 \
3] \ \\\'}‘
N
RN
1.0e-041 A
NN
1.0e-05 L il i 1 L L I
5 10 15 20 28 30 35 40 48

SNR Fer Bit (4B)

Fig. 4 Bit Ermor Probability for Uncoded 4-PSK for
Various of N(Land Mobile Fading with BT=0.05,
M=5, L=5, a =100%)

www.dbpia.co.kr



=g FAAA HAe telwAlE fAdTEE AT

1.06+00 7 ————y — 1.0¢-01 ooy T
Known Fading Known Fading with le
K Fadl ith D=2
. EV il Net b Known hdlﬂsrmm D=3
. EM with N=2F-- B’l‘#ﬂ.osx ]
De-01 1 BT=0.07
Y .\\\
z : £ N
E 0002 i | 10e03F W, . E
'E g N AN
: > BN
5 £ AN
£ 1003 5 H  boeldp S
Loe04) N ] 1.0¢-05}- v 1
1.0e-06 L L . " L .
L0e-08 —— b s s 10 1520 25 30 35 40
) 15 20 25 5 40 45
10 - 3“3&5) 3 SNR Per Bit (4B)
Fig. 5 Bit Error Probsbility for Uncoded 4-PSK for Fig. 7 Bit Emor Probability for Uncoded 4-PSK(EM
Various of N(Land Mobile Fading with BT=0.08, algorithm with N=11, Triple Diversity Land

M=5, L=5, @ =43%) Mobile Fading with D=3, M=5, L=5)

BT. A fixed interpolation window (M=5, L=5)
is used with suboptimal implementation of the
EM algorithm with N=11. The results show that
the performance degradation compared to that
with known fading is 2.5 to 4 dB. The result
show that the EM algorithm with moderate
complexity can be used for varying BT values,

21 is simulated and its performance is compared
to that of the PSI algorithm as well as to that
with known fading. The results show that the PSI
algorithm degrades rapidly for small « values.
However, the EM algorithm with N=11 and N=21
shows marginal performance degradation. For
small value of o (sampling of channel close to
Nyquist tate), the performance difference between and the performance shows only marginal
suboptimal PSI algorithm and the optimal EM

algorithm gets large.

degradation compared to that of known fading.

Double and triple diversity channels are e T Uncoded 4-PSK (Known Fadi ve)
. . . - A Coded, &(nnwn Fn
simulated in Figures 6, 7 for various values of
1.0e-01 BI=0E ™ |
3 BT=0.07+
1.0¢-01 sy
Koo B i
ROWR ¥ & &lw=0 e _%\ 1.0¢-02 i
B1=0.08 - 3
10002 BT=0.07-— | £ . .
Y s 1.0e03) i . -
z & 5 :
% 1003 T Leed) 4
-9
E
o
F  Loeta 1.0e-08 .
\ l.oe‘o‘ A, i L 1, i i
1005} 4 s 10 15 20 25 30 35 40
SNR Per Bit (4B)
Fig. 8 Bit Error Probability for 8-State, Rate 2/3 Coded
NP B SU 8-PSK(EM algorithm with N=11, Land Mobile
10 15 20 25 30 35 40 ing with M=5, L=
SNR Per Bit (aB) Fading with M=5, L=5)

Fig. 6 Bit Error Probability for Uncoded 4-PSK(EM
algorithm with N=11, Double Diversity Land :
Mobile Fading with D=2, M=5, L=5) code[8] is simulated with M=5,L=5 for the

A coded system using an 8-state, rate 2/3
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interpolation window, and its performance is
shown in Figure 8. The EM algorithm with
N=1]1 is used for providing the fading estimates
and a perfect interleaver is assumed. The Viterbi
algorithm [9] is used for soft decision decoding.
The result are similar to that of the diversity
channels,

VI. CONCLUSION

The EM algorithm is shown to provide a pra-
ctical way to obtain ML sequence estimate in the
fading channel. An optimal as well as a subo-
ptimal algorithm is proposed with computer
simulation results. It is shown that the algorithm
converges mostly within two iterations and its
suboptimal implementation with limited complexity
performs as well as that of the optimal imple-
mentation. It is shown that the performance of
the algorithm is not as sensitive as the PSI
algorithm to the parameters of th interpolation
window, ie., M, L. This allows designing a
decoder with small decoding delay and redund-
ancy for a desired performance. Diversity channel
and trellis coded channel are simulated for various
values of B7. It is shown that the performance
of the algorithm shows minimal loss compared to
that the perfect decoder,

REFERENCES

[1] J. K. Cavers, “An analysis of pilot symbol
assisted modulation for Rayleigh fading
channels”, IEEE Trans. Vehic. Technology, vol.
40, pp. 686-693, Nov. 1991,

[2] C. L. Liu and K. Feher, “Pilot-symbol aided
coherent M-ary PSK in frequency-selective fast
Rayleigh fading channels” IEEE Trans.
Commun., vol, 42, pp.54-62, Jan. 1994,

[3] W. C. Y. “Mobile  Communication
Engineering,” New York, McGraw-Hill, 1982.

[4] A. P. Dempster, N. M. Laird and D. B. Rubin,
“Maximum-likelihood from incomplete data via
the EM algorithm,” Journal, Royal Statistical
Society, vol. 39, pp. 1-17, 1977.

1162

[5] C. F. Wy, “On the convergence properties of
the EM algorithm,” Annals of Statistics, vol.
11, no. 1, pp. 95-103, 1983.

[6] C. N. Georghiades and J. C. Han, “Sequence
estimation in the presence of Random Parame-
ters via the EM algorithm,” [EEE Trans.
Commun, vol 45, pp. 300-308, Mar. 1997.

[71 J. C. Han and C.N. Georghiades, “Pilot Symbol
Initiated Optimal Decoder for the Land Mobile
Fading Channel,” Proceedings of the IEEE
1995 Global Telecommunications Conference,
Singapore, Nov. 1995,

[8] G. Ungerboeck, “Channel coding with
multilevel/phase signals,” IEEE Trans. Inform.
Theory, vol. IT-28, pp. 55-67, Jan. 1982,

[91 G. D. Fomey Jr. “The Viterbi algorithm,” Proc,
of IEEE, vol. 61, pp. 268-278, Mar. 1973,

& x| Z(Jeachoong Han) A13]¥

1988+ : A&l AofA &3}
e

19901 : Texas A&M University
EAATAAD

1994'3 : Texas A&M University
FARF(EAD

1994'3~19953 : LGAAp7 | A4
1995\~ : x| gta A} - HUFATHY 2
g

<FHA b ol FEA, tARRY, 308

www.dbpia.co.kr



