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ABSTRACT

In this paper, we propose a predictive (transient) connection admission control (CAC) scheme for satellite
systems that supports on-board packet switching of multimedia traffic with predefined quality of service (QoS)
requirements. The CAC scheme incorporates the unique characteristics of satellite systems, e.g. large propagation
delays, no onboard buffer, and low computational requirements. The CAC scheme requires the estimation of the
On-Off traffic characteristics (2, x) of the traffic sources, These estimated values are used to predict the transient
cell loss ratio at each downlink In case the QoS requirements arc not met the proposed CAC scheme rejects the
new connection. The numerical results obtalned suggest that the proposed scheme is an excellent candidate for
real time burst and call level connection prediction and control in broadband on-board satellite networks,

I. Introduction

Geostationary Earth Orbit (GEO) Satellites with
wide area coverage are expected to provide inter-
connections of Global Area Business Networks
supporting various applications such as point-
to-point VSAT-type services, LAN interconnec-
tions, multimedia, and teleconferencing services. To
accommodate these diverse services with inherent
wraffic fluctuations while efficientdy utilizing the
spectrum, packet switching capabilities should be
implemented at the satellite . NASA Lewis
Research Center is currently investigating a
geostationary  communication satellite MCSPS
(Multi Channel Signal Processing Satellite) which
can support packet switching capability and
provide direct-to-the-user services 2,

Recall that the bandwidth in a packet switching
network i allocated on demand. Therefore,
congestion problems may occur when the demand
for resources on-board the satellite exceeds its
capacity. Congestion can rapidly neutralize the
delay and severely limit the advaniages obtained

by dynamic resource sharing achieved by packet
switching. To achieve both efficient utilization of
the space-segment resources and acceptable user
Qo8, high performance network management
protocols that incorporate congestion/flow control
must be provided. The congestion problem is not
unique to satellite communications and in fact has
been extensively studied for terrestrial broadband
ATM networks ¥, However, in the design of
CAC schemes for satellite systems, attention
should be paid to the following unique character-
istics of satellite communication:

« Satellite networks have long propagation delays
between the earth-stations and the satellite
(typically 125 ms), mandating predictive conges-
tion control schemes,

» The on-board processing should be minimized
(processing power and power consumption
limitations), le., we should aveid complex, and
computational - Intensive procedures to  be
executed on-board.

* On-board storage is very expensive, ie.
congestion control schemes implemented in an
on-board processing (OBP) satellite system should
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require minimal buffering capabilities.
= All the traffic in the satellite system is routed
through the satellite (which is acting like a hub).

The long propagation delay characteristic will
cause feedback-based control to be slow and
ineffective. Ramamurthy and Sengupta  [5]
concluded that predictive control policies perform
significantly better than the statistic rate and
adaptive control policies in all cases.

The authors inh [6] proposed the predictive
approach for congestion control in satellite
networks. They wuse siatistical and neural
approaches under Poisson traffic cases. There are
scveral predictive papers for ATM and wircless
networks 7%,

We propose a predictive CAC scheme which
accounts for all the above charcteristics of
satellite commumication. The proposed scheme
achieves both the efficient utilization of the
space-segment resources while  providing  the
required QoS (in terms of the tolerable cell loss
ratio) in a multimedia environment. We estimate
the state of the underlying process and predict the
future cell loss ratio based on estimation and
measurement of the bursts in progress and the
duration of each burst.

This transient and predictive dynamics is used
to avoid congestion while efficiently utilizing the
available network capacity. Optimal criteria are
proposed on how to optimally select the number
of connections, given the transient cell loss ratio
as the Qo0S. These optimal values maximize the
bandwidth  utllization while maintaining the
requested QoS.

In the next subsection we present the system
model and in subsection A, we introduce an
outline of the proposed predictive CAC algorithm,

A. System Model!

The ground stations are interconnected through
the satellite wsing K uplinks and K TDM
downlinks (which determine the downlink time
division into slots which equal the cell size),

The propagation delays for uplinks and
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downlinks are 4, seconds end 4; seconds,
respectively. The uplinks use TDMA, MF-TDMA,
FDMA, CDMA or MF-CDMA techniques. The
satellite has a switching fabric (with no buffering
capabilities) capable of routing cells that
successfully arrive on the uplinks, to their
destination downlink. Due to statistical fluctuations
of the traffic and the limited bandwidth of the
downlink ( C bits/second), congestion may occur
at the downlinks causing packets to be discarded.
Therefore, it will be mandatory to implement a
CAC scheme in an OBP satellite system. See Fig.
1 for a detailed descripion of the system
configuration.

Fig. 1 Congestlon prediction and control architectrs for
broadband satellite communication.

Although the traffic characteristics of the future
OBP satellite networks are hard to predict with
complete accuracy, there are a number of voice
and video models reported in the literature %,
Due to the statistical pature of the multimedia
traffic, the modeling of incoming traffic character-
istics plays an important role. As suggested in
[9,10], both volce and video traffic sources can
be characterized by a set of On-Off models. The
QoS for each user is expressed in terms of the
cell loss ratlo that the connection can tolerate.

Each source is therefore, modeled as an On-Off
traffic model. We assume that the “ON” and
“OFF” periods of each source are both
exponentially disiributed with parameters 4 and
A, respectively. In this taffic model, when the
process is in the “ON" state, it generates cells at
a constant rate of R, bits/second. When the
process is in the “OFP” state, it does not
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generate any cells. We assume that cach one of
the N connections sharing a downlink has the
same traffic parameters (A, g, R,).

B, Outline of the CAC Algorithm

An outline of the predictive CAC algorithm is
as follows:

1. Parameter Estimation: For each traffic source
using the downlink, we collect sample data of the
On-Off traffic for a number of consecutive cell
samples and compute these estimates, A and 7,
using the Maximum Likelihood (ML) method.
Details are provided in Section IL

2. Compute (predict) the transient cell loss
ratio: Based on the estimated parameters, 2 and
7, the number of connections, AN, and the
number of active sources at time (=0, i, we
compute the transient cell loss ratio denoted by
CLR(A, u,N,i,§. In case CLR(A N9
{ QoS (15, the satellite controller sends congestion
abatcment messages.  Otherwise, the  algorithm
proceeds to 3 below. Details are provided in
Section MI.

3. Find the optimal number of connections, N,
Jor given QoScr requirements: Whenever the
predictive transient CLR is higher than the
QoS ¢1p requirement, the satellite controller will
compute (using results obtained in 1. and 2.
above) the number of connections depending on
the network environment. The satellite controller
will send choke messages to the earth stations
including  these parameters. In case the
connections are established by sources, the
satellite controller will reject the (N+1)-th
connection request, given there are N connections.
Details are provided in Section IV.

A flow chart of the CAC algorithm is depicted
in Fig. 2.

In each ground station, the following actions
are taken:

1. Congestion onset message received: reject the
new connection request.

2. Congestion abatement message received:
allow the new connection request.

Find N*that maximizes
the numbet of connections
with constraint

CLR( AN, i, < QoS ¢

Send congestion onset
signal to eanh station

chwtthenowco on
roquest as long as
l

Fig. 2 Flow dlagram of proposed CAC algorithm.

The congestion management at the ground
station is beyond the scope of the paper.

I . Parameter Estimation Technique

The parameters that we estimate must be such
that they can be easily evaluated and monitored by
traffic measurement on-board the satellite which
has limited power, bandwidth and huffering capabilities.
The traffic estimation process for each connection
is based on the measurement of M consecutive
cell samples. We next describe the Maximum
Likelihood method for estimating A and .

Recall that we have assumed that the sequences
of active and idle periods (observed at the
downlink) are exponentially distributed random
variables (sec Figure 3).

1 1 2 2 ﬂi na
W@ ...................... ww
i a i a 7 a
h 4y In by

Fig. 3 Maximum Likelihood diagram.

Let If,~, 5,05, and [§ - 0%, -1, be the
length of successive active and idle periods,
respectively. The estimation is based on the
measurement of a fixed number x, of active

periods and a fixed number », of idle periods of
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the On-Off sources. It is assumed that all idle
and active periods are iid. random variables.
Since we will obtain M data samples, we have:

B+ Bii=u o)

Let A!%p) be the density function of the
active period where 4 is the only
parameter to be estimated from a set of sample
values /{,14,--,7% . The likelihood function of

this sample is

HIGDRIG ... Kb =™ exp - 213).
@

The maximum likelihood estimation of the
source parameter u is found by maximizing the
joint density, i.e., differentiating Eq. (2) with
respect to u:

—j’;ﬂm)fus&p)---ﬂz:,-u)=o. )

Then the ML estimate of u:

- n
u —g“l—: @

Similarly, we obtain the maximum likelihood
estimator of A:

:z-fﬁ:—‘. %)

K. Transient Cell Loss Ratio

It is very important that the decisions to accept
or reject connections are made in real time. That
is, a simple and fast CAC should be able to
predict transient cell loss ratio rather than steady
state cell loss rato. We use a statistical bufferless
fluid flow model [11] to predict the ratio that a
cell loss occurs at time K=d,+d;), (iec., the
round-trp propagation delay) bamsed on the traffic
statistical behavior and the number of active
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sources at time (. We assume N identical binary
On-Off sources that share the capacity ¢ of a
downlink. Next we introduce the following
definitions:

o o(A, & N, p- the mean arrival rate at tme
1, given i sources are active at time 0 and there
arc N connections (traffic sources), assuming each
traffic source is chamcterized by (A, ),

o CLR(A, J N.i D- the predicted transient cell
loss ratio at time ¢, given 1 sources are active at
time ¢ and therse are N connections (traffic
sources), assuming each taffic source is
characterized by (74, ).

e OWN,i D- the mean excess traffic at time

{, given 1 sources are actlve at time 0. and
there are AN connections (traffic  sources),
assumning each traffic source is characterized by
(A, W),

e p(A, 74, H- the tansition probability that a
source is active at future time ¢, given the source
is 1dle at current time 0.

e (A, 7, D- the tansition probability that a
source is active at future time 4, given the source
is active at current time 0.

In the link overflow model, cell losses due to
overflow occur if and only if the aggregated peak
rate from x actlve sources, xR, exceeds link
capacity C. The transient cell loss ratio is given
by the matio of mean excess taffic OWVIN,i, 9
and mean traffic load (A, % N,i,§ at time
(see Figure 4).

Excess traffic
/7Y 7 s7:

L L
_I—- Downlink capacity, C
_]_ Aggregate peak raie

Fig, 4 Computation of the cell loss ratio

CLR(A, 71, N,i,p is given by:

CLROY, T N.i,p=— AL ©)
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Y%

Let ¥(p denote the number of active sources
at time 4,

OVIN, i, 8
= ,.M(xﬁ:_mmp( V(D= VD)= )(xR,—C), (8)

where P(Y(#)=#Y(0)=i) is given by:
A Y(H=oAY(0)=1)
" ;U(xik)[dq":‘- D] x_h[l—q(/).”}'t)]l—z+n

(VR L= DT 1 )

in which we assume that (;) =0 for i<,

To compute A, %, H and (A, % H we use
the two-state Markov chain of each On-Off
source. (A, 7, H and (A, %D can derived
using the forward Chapman-Kolmogorov matrix
differential equation:

AN =he (e (= (Gt D), (10)

o~

aR, o =i e e (~ (A . (D)
u u

4

IV. Optimal Number of Connections

When the traffic source is indirectly connected
to thesatellite system via another network, the
satellite can not control the waffic parameters
directly. It can only control the connection
admission or the number of connections per
downlink. When a subscriber tequests to establish
a commection with network, the satellite
management  function  which  cxccutes  the
bandwidth allocation will first predict the cell loss
ratio using our algorithm, Then the management
function will deny or accept the connection. We
determine the optimal number of comnections, N°,

as follows:

N"= max {n|CLR(E, 1, n,4,£)< QoS 1z}, (12

where N*=zs.

V. Numerical Results

To investigate the quality of the ML estimators
we have set up a simulation of binary sources.
When the process is in the active state, it
generates information at a constant rate of R,
bits/s. In Table ] and I, we use M=1,000 and
M=10,000 sample points, respectively, The
percentage crrors from the real values of A and
u are also included. We observe that for low
values of A and x (eg A= 00085 for
M=10,000)

the ML estimation method exhibits large errors,
However, as we increase A and u the percentage
of ctror dramatically decreases

The number of samples M clearly makes a
difference in the estimation quality. The more
points we collect, the more accurate the estimator
is.

For the numetical calculations of the transient
cell loss ratio, we consider the following system:
N=40 PCM coded voice sources with
R,=64kbps, A=0.5, x=0.833 multiplexed onto
a downlink of capacity C=1.544Mbps. We first
compare the results we obtained for the transient
cell loss ratio with the steady state cell loss ratio
(which is independent of the number of active
sourccs at the beginning of the period).

In Pigure 5 we depict the transient cell loss
ratio as a function of the prediction time (in
seconds) for various values of the initial
conditions, Y((0). We observe that after
approximately 4.5 seconds the transient cell loss
ratio will converge to the steady state cell loss
ratio (obtained using the result presented in [6]).
At 0.25 seconds, the round trip delay in a GEO
satellite system, we observe significant differcnce
in the results obtained as a function of the
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different initial conditons (the number of active

sources at

the beginning of the
interval). For example, at ¢=0.258ec we observe

estimation

Table. | MIL ESTIMATOR RESULTS FOR M=1,000.
Actual parameters M=1,000

“ A 7 (%error) A (%etror)
0.0132 0.0085 0.0136(3%) 0.0123(43%)
0.0132 0.085 0.0122(7.5%) | 0.1010(1.9%)
0.0132 0.85 0.0142(7.5%) | 0.7647(10%)
0.132 0.0085 0.1846(40%) | 0.0139(63%)
0.132 0.085 0.1311(6%) 0.0724(15%)
0.132 0.85 0.1246(5.6%) | 0.8720(.52%)

Table. I ML RESULTS FOR M=10,000.

Actual parameters M=10,000

H A % (%error) A (%etror)
0.0132 0.0085 0.0155(17%) | 0.0092(8%)
0.0132 0.085 0.0143(8%) | 0.0B28(2.5%)
0.0132 0.85 0.0143(8%) 0.81592%)
0.132 0.0085 0.1204(8%) | 0.0097(14%)
0.132 0.085 0.1398(5.9%) | 0.0852(0.2%)
0.132 0.85 0.1329(0.7%) | 0.8523(0.2%)

that the transient cell loss ratlo glven Y{Q)=( is
102 while the steady state
probability is approximately 10 ~*. We, therefore,
conclude that the computation of transient cell
loss ratio is more accuratce and can lead to
significant different values of the cell loss ratio
and consequently of the CAC decisions.

approximately

In Figure 6 we plot the transient cell loss ratio
as a functon of the number of connection for
different values of the ratio between the number
of active sources at ¢=( and the number of
connections ( ¥{0)/N). We observe that for given
values of (A, ) per conmection, the transient cell
loss ratio increases as a function of the number
of connections. This is due to the fact that the
overall traffic intensity per downlink increases as
the number of connections increases. As the ratio

932

Y(0)/N increases, the transient cell loss ratio will
increase. These figures show the importance of
considering the rransient cell loss ratio, quantity
which we compare with the required QoS and
consequently make our CAC decision,

(o=t
_..
Y(0)mi0
4-r\
; V(=0
g <
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-1}
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Fig. © Transient cell loss matio versus prediction interval
for multtple values of the number of sctive
sources at =),

i Y(0)N=0.T8

b

Gl Loms P, CLR fog ¥

e [ (™ [ ™ ¥ ™ » o
Tha Nurmber of Convastions, N

Flg. 6 Transient' cell loas ratio s a function of the
number of connectlons for different values of the
ratio between the number of active sources at
t=( and the number of comnections.

We first obtain the performance of the proposed
CAC algorithm (as depicted in Figure 2) for
obtaining the maximum numbeér of connections, N
We assume the following network parameters:
t=().258ec, R,~=64Kbps, C=1.544Mbps, A=0.00,
u=0,833, and QoS r=0.01.

In Pigure 7 we observe that as the initial
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number of active sources increases, the maximum
number of connections will decrease. This is due
to the fact that as the number of initial active
sources increases, the cell loss ratio increases. To
satisfy the QoS we, therefore, have to decrease
the total number of connections, N'.

L

L] 10 18 0
The Numbsr of initial Activa Connections, Y(0)

Fig. 7 The optimal number of connections versus initial
number of active sources.

VI. Conclusions

In this paper we introduced a predictive CAC
procedure for future on-board satellite systems that
support multimedia traffic.

The proposed scheme considers the unique
features of satellite communication, e.g., the
no buffer

large

congestion control scheme assumes
on-board the satellite,
propagation delays and has a
Theoretical ~ and

accounts for the
relatively low
computational
simolation results suggest that the proposed ML
cstimator is well suited for voice traffic and video
traffic. The algorithm can be
implemented in DSP chips to speed up its
reduce the power consumption

complexity.

telephone

execution and
on-board the satellite. Numerical results show the
importance of using a transient analysis to
compute the cell loss ratio rather than a stcady
statc analysis. Therefore, the proposed method
provides an accurate connection prediction and

control scheme executed on-board the satellite.
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