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ABSTRACT

In this paper, an UEP(unequal error protection) is proposed for the wireless ATM by using a Turbo code. The
header portion is considered more important than the payload. The BER(bit error rate) and CLR(cell loss rate)
are obtained for a two level turbo code scheme with smaller code rate on the wireless header than the payload.
It is shown that the UEP is possible for the framelength of 28 byte wireless ATM cell. Rate 1/3 turbo code
obtained at least 1 and 2 dB performance gain in BER and CLR over the convolutional code with the same rate.

I . Introduction difference in error characteristics and bandwidth
limitation leads to forward error control (FEC)
In recent years, wireless ATM has emerged as and data link protocol using ARQ(automatic
a solution for mobile multimedia by supporting Repeat Request) for wireless ATM network in
ATM-based transport in a seamless manner order to insulate the ATM network layer from
[1]-[2]. Like the wired ATM networks, the wireless channel impairment.
Wireless ATM(WATM) is expected to support In multimedia wireless ATM interface, the
several different types of traffic stream such as header and various payloads have different
data, voice, and video with different QOS importance or error protection needs depending on
requirements. Due to the effect of fading, source significance information(SSI). By using
multi-path and interference, the wireless link is block codes, an UEP(unequal etror protection)
characterized by a higher and variable error rate scheme having two different FEC codes for the
and fundamentally limited in bandwidth resource header and payload for wireless ATM is proposed
compared with fiber-based wired ATM. Such [3]-[4]. Also, an adaptive two-level UEP code
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scheme using PCC’s(parallel concatenated codes)
is proposed and analyzed for Gaussian and fading
channel {5]. As shown in [5], the performance of
CLR(Cell Loss Rate) of wireless ATM with
punctured convolutional code shows that there is
no performance gain for small signal-to-noise
ratio. However, the turbo code provides sharp
coding gain for small signal-to-noise ratio. This
motivates the use of turbo code for the wireless
ATM. In this papet, we propose a two level UEP
code scheme using punctured turbo code for
wireless ATM application. The bit error rate and
cell loss ratio of the proposed scheme is
evaluated and compared with EEP(equal etror
protection) of convolutional coding with rate 1/3.
In section II, DLC(data link control) packet
format for wireless ATM cell is given. In section
I, the encoding and decoding of two rate turbo
codes are given. In section IV, the simulation
results for the proposed scheme is presented.
Finally. conclusion is given in section V '

. WIRELESS ATM CELL

The 8-bit header error check (HEC) is for
detecting and an optional correcting a single bit
error in the ATM cell header excluding ATM
payload [6]. Cell header error control is important
to prevent misrouting and minimize the cell loss
due to cell header error which can lead to cell
dropping or misrouting,. One of the issues in
wireless ATM is the 10 percent header overhead
inherent in ATM. This overhead, if present in
every ATM cell, causes a large degree of
unnecessary inefficiency. In the media for which
ATM is designed, bandwidth is abundant, and 10
percent overhead is not an issue. In the wireless
medium, however, this is not tolerable. On the
other hand, most of the time the header a mobile
host utilizes is fixed or one of a few alternatives.
Thus, the information content of a header can
easily be represented with a smaller number of
bits than the 5 bytes used in conventional ATM
7.

The data link control(DLC) packet format of

Header(5bytes) Payload(48bytes)
2 Bytes 24 Bytes 2 Bytes
Wireless Data Compressed
FEC1 C2 FEC:
Packet Header Payload FE ATM Header
Class 51 Class 52 Class s1

Fig. 1. DLC packet format of wireless ATM cell.

wireless ATM cell is adapted from [5]. As shown
in Fig. 1, the wireless ATM packets have 4 byte
of header consists of 2 bytes of compressed ATM
header and 2 bytes of wireless data link header.
FEC1 represents the redundant parity bits of the
code used in the header with code rate R,;=1/3
and FEC2 represents the parity bits of the code
used in the payload with code rate Ry;=1/2. In
order to ensure a low loss rate and correct
delivery, R,=1/3 is used for the header.

. ENCODING AND DECODING
OF TWO RATE TURBO CODES

A. Turbo Encoding

A general diagram for the turbo encoder is
given in Fig. 2. The turbo encoder is composed
of two identical recursive systematic coder(RSC)
encoders. The two encoders receives the same
information bits, but the lower encoder receives
the randomly intefleaved information  bits.
However, in order to achieve the unequal error
protection, the interleaver is no longer random.

The interleaver block is denoted by 17 and its
output is m, The function T specifies the

interleaver according to
™= m; 1)

where je(0,,L—1) and L is the length of the
input block length. The interleaving operation is
the inverse of the interleaving operation and can
be defined as
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m ()= m; @

As shown in Fig. 2, x{¥ is the systematic
output of the turbo encoder. The parity outputs,
% and x{® are obtained from the upper and
lower RSC encoder’s patity outputs corresponds to
the input data bit m,. The codeword x=
(8”20, 2, o 280 2P x2 ) is obtained by
multiplexing the three ouput from the turbo
encoder. The overall rate of the code is 1/3.

m Ll

Fig. 2. Turbo encoder with rate 1/3

B. Rate Compatible Turbo Codes

The rate compatible punctured convolutional
(RCPC) codes presented in [8] give different
levels of protection to different blocks of data
bits by utilizing the same structure of encoder
and decoder.

As with the convolutional code, the rate can be
increased by puncturing the codeword x in
appropriately [9-10]. For example, a rate 1/2 turbo
code can be obtained from the rate 1/3 turbo
code using the following puncturing matrix

11
P= [10 3
01

where bits that are transmitted are specified by a
“1” and bits are punctured are specified by a
“0”. In this paper, the rate 1/3 twrbo code is
considered. If the ratce is less than 1/3, the
redundancy produced by the FEC is very severe
for wireless ATM application. If the rate is 1/2,
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there are no redundancy is present to give error
protection when parity bits are punctured to
obtain higher rate turbo code.

2Bytes 24Bytes 2 Bytes
Wirdess Data Payload Compressed
Packet Header ATMHeader

Fig. 3. Block structure for two level UEP turbo
codes.

C. Data Frame And Interleaver
Structure For The Two Level Uep
In order to obtain UEP, more punctute is
needed on the redundant symbols corresponding to
less important input symbols and less puncture on
the symbols corresponding to more important
input symbols. However, UEP cannot be achieved
by puncturing alone. If the information symbols
corresponding to different error protection are
spread over the input data frame =
(mg,---,my_,), the performance of the turbo code
is close to that of an equal error protection.
Therefore, UEP is achieved by choosing the
appropriate interleaver according to the support set
[9] . In this paper, the input data block structure
is chosen as shown in Fig. 3. Since the
information at the beginning and at the end of a
information block is better protected, the 2 bytes
of wireless header is placed in front of the data
frame and 2 bytes of compressed header is placed
at the data frame, 24 bytes of the payload are
placed in the middle of the data frame [10].
The encoder input frame m as shown in Fig.
1 is partitioned into 2 classes 5, and s, of size
Kj(=4bytes) and K;(=24bytes). It is assumed that
the class s where the header information is
located is more important than the class s,. Thus,
the 4 bytes header information is positioned in
class s and the 24 bytes payload is in class s,
As explained in [9], we need a penmutation J7
that maps support set onto the same set of
positions in the interleaved frame. The permuted
position of the class s, stays in the class s, and
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Fig. 4. Turbo decoder schematic,

the same applies to the class s, In the

simulations, a new random interleaver is generated
for each simulation frame.

D. Turbo Decoding

The problem of decoding turbo codes involves
the joint estimation of the two Markov processes,
one for each constituent code. Turbo decoding
proceeds by independently estimating the indivi-
dual Markov processes. Since the two Markov
processes are driven by the same data, the
estimate can be improved by sharing the
information between the two decoders in an
iterative fashion. The output of one decoder is
used as a priori information by the other decoder.
The soft-bit decisions made by the individual
decoders are represented as log-likelihood ratios
(LLRs) of the form shown in Eq. (4)

Hm=1yl]

A=l 0Tyl

C))
where y is the received sequence. The log-
likelihood at the output of a SISO(soft input soft
output) decoder can be factored into the three
terms [11]

daf
A‘i= ,l\;o y,-’ +Z,‘+l,- (5)
where the terms y{® and 2z, represent systematic

channel observation and information derived by

the other decoder. And, the term /; is called the
extrinsic information.

The schematic for a standard turbo decoder is
shown in Fig. 4. The decoder #1 receives the

systematic channel obeservation »?, the first

encoder’s parity bits 7" and a priori information
2% from the decoder #2. The decoder #2

receives the interleaved systematic  channel
observation _rm, the second encoder’s parity bits

#»? and the interleaved extrinsic information
from the decoder #1. The decoder #2 produces
LLR A” and the extrinsic information I®. The
interleaved extrinsic information is used as the
prior information for the decoder #1. After a

certain iterations, the estimate of the message m
is found by deinterleaving and hard-limiting the
output of the decoder #2's LLR. If the puncture
is used in the decoder, the decoder will not have
the complete set of observations of the comes-
ponding encoder’s parity bits. In this case, the
receiver will assume the value of the punctured
parity bits as zero. [11]}

V. SIMULATION RESULTS

In this section, the petformance of a UEP with
turbo coding for a given rate and a given block
structure is compared with that of convolutional
code. The block length of 28 bytes for the
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wireless ATM application is considered. Since the
4 byte header information uses rate 1/3 turbo
encoding and the 24 bytes of payload uses 1/2
turbo encoding, the overall rate
p=—7 B =0.583
TERST
is used.

The constituents encoders wused in the
simulations are shown in Fig. 2 and have rate 1/3
systematic recursive convolutional encoders with
generators [7,5] in octal notation. There are two
level of error protection and the positions of the
data bits are shown in Fig. 3. In the simulations,
the encoded parity bits for payload are punctured
alternatively between the two parity bit stream to
get the desired code rate of 1/2. The interleaver
is randomly chosen for each block of simulated
frames. Thus, the bit error rate (BER) result can
be regarded as an average performance over the
ensemble of interleavers.

The decoding algorithm used in this study is
the logmap algorithm. Decoding is implemented
by the iterative decoding with 5 iterations. A
small number of iteration is chosen to reduce the
latency of iterative decoding, It is known that the
performance improves little as the number of
iteration is greater than 7. In order to terminate
the program, 100 frame ecrror are encountered.
The chamnel is assumed to be AWGN channel
with two sided power spectral density of N/2.

In order to compare the performance of UEP
with turbo code to that of EEP with convolutional
code, the BER and CLR of wireless ATM with
convolutional coding are calculated and plotted.
The rate 1/3 convolutional code is generated by
generators [7,5] in octal notation with constraint
length of 3. If a convolutional code with the
minimum free distance d; is used, the probability

of a cell loss is given by
Pog=1-(1-P,)% 6)

where P, is the bit error probability for BPSK
modulation scheme with soft decision decoding.
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And, it is upper bounded by

P 2 Bad) ™

where S;=a Ad) and o, denotes the number of
paths of distance 4 from the all zero path of the
Viterbi trellis and Ad) denotes the exponent of
N as a function of 4 P(d) is the probability
that the wrong path at distance o is selected
[14].

As shown in Fig. 5, the bit error probability of
the two level turbo code is compared with that of
convolutional code. To achieve an BER of 1079,
E/N, of 2 dB and 2.5 dB are required for the
header information and payload information,
respectively. It is shown that the two level
unequal error protection is possible by using
Turbo coding for wireless ATM application with
a DLC cell block length of 28 bytes. The bit
error rate of the turbo code with rate 1/3
obtained at least 1dB gain over the convolutional
code.

The performance of CLR for the turbo code
obtained at least 2dB gain over the convolutional

Ceoll Loss Ratlo
2,

—+ Tubo Codng
- Convolutional Code
-g- NO Coding

1 L 1 | Il
2 45 1 45 0 05 1 15 2 28 3
ERNO(dB)

Fig. 5. Cell loss rate of the proposed scheme.
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code with the same rate In Fig. 6, the cell loss
ratio of the proposed scheme is compared with
that of a rate 1/3 conventional code. In the
proposed scheme, the cell loss is occurred when
at least one bit error is included in the payload
whereas the conventional ATM cell is lost when
more than 2 bit errors occur. As shown in Fig,
6, The cell loss rate of 10~° is obtained when
E,/Ny=3dB. However, the cell error rate of
about 0.1 is achieved for the case of a
convolutional coding for the same E,/N,. The
performance of CLR for the turbo code obtained
at least 2dB gain over the convolutional code
with the same rate.

. | 1 | 1
2 A5 4 45 0 05 1 15 2 28 3
EbNdB)

Fig. 6. Cell loss rate of the proposed scheme.

The DLC layer should provide an appropriate
error control mechanism to protect against the
poor physical level characteristics of the wireless
medium. The unsuccessful error recovery mecha-
nism at DLC will require transport level error
detection and retransmission of the erroneous cell.
By using UEP with turbo coding on the wireless
ATM application, the rate of misrouting of the
wireless ATM cells will be reduced for small
signal-to-noise ratios compare to the one with
convolutional code

V. CONCLUSION

In this paper, the two level UEP with turbo
coding for wireless ATM application is proposed.
Since the header information is considered more
important than the payload, the header is encoded
with a rate of 1/3 and the payload is encoded
with a rate of 1/2 turbo encoder. It is shown that
the UEP can be achieved by using turbo code for
a short frame length of 28 bytes by appropriately
choosing the data frame structure that segregates
by the importance of the class and by choosing
the corresponding intetleaver that guarantees the
class invariance. The bit error rate of the turbo
code with rate 1/3 obtained at least 1dB gain
over the convolutional code. The performance
CLR for the turbo code obtained at least 2 dB
gain over the same code rate convolutional code.
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