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Runlength Limited Codes based on Convolutional Codes
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ABSTRACT

We present a modification method for runlength limited codes based on convolutional codes. This method is
based on cosets of convolutional codes and can be applied to any convolutional code without degradation of eror

control performance of the codes. The upper bound of maximum zero and/or one runlength are provided. Some

convolutional codes which have the shortest maximum runlength for given coding parameters are tabulated.

I. INTRODUCTION

In many communication systems and digital
data storing systems, it is desirable to use codes
whose coded sequences have limited zero and/or
one runlength to facilitate self synchronization.
Moreover, error correcting codes are also essential
to improve reliability of communication against
channel noise. In this paper, a method of
constructing combined zero andfor one runlength
limited error control codes
convolutional codes is presented.

using cosets of

The idea using cosets for convolutional codes
embedded runlength limited property has a long
history ", Since the known methods have some
restrictions in designing an encoder, the proposed
codes may have rather lower error control
capability than that of known good-convolutional
code for given number of memory. In (6], some
runlength limited convolutional codes which can
be designed without degradation of error control
performance are introduced. The design technique
introduced in [6], however, can not be applied in
any convolutional code, because it requires rather
strict condition of code rate and memory order of
convolutional codes.

The method presented herein can be applied to
any convolutional codes for limited zero andjor

one runlength property. The conditions of
convolutional codes for the property of limited
runlength are first shown, and then a method for
runlength limited convolutional codes is presented.
Through some examples, it is demonstrated that
the codes designed with this method combine
good runlength property with their own error

control capability.

. CONDITION FOR RUNLENGTH
LIMITED CONVOLUTIONAL CODES

Let us consider an (n, &, m) binary convolu-
tional code where n is the number of output bits,
k is the number of input bits and m is memory
order of the encoder. The n-tuple output at time ¢
of the convolutional encoder, v, can be defined
as

Vi =Tty ety Wem)=(Ve1, Vi2.oos Ven), 1M, (1)

here J(-) is an encoder of (n, k, m) binary
convolutional code and we=(uy1, M2, -+ Wg) IS
k-tuple input message at time ¢ From (1), we can
see that n-tuple output v, r>m, can be generated
by (m+1)k-tuple input message (u:, Uri,'*r, Uem). It
implies that there are at most 2(m+1)k distinct
n-tuple outputs according to all combinations of

possible input message and encoder states.
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Now we define a n-tuple codeword set C
which consist of 2(m+1)k distinct n-tuple outputs
of the convolutional code. Since convolutional
codes are a linear code, if a convolutional code
satisfies 2n>2(m+1)k then, there exist non-trivial
cosets of the code C,

A=COu={vBpulvesC}

which do not have all zero codeword. Here,
p=(py, iy, it 18 n-tuple coset representative.
In practical, the convolutional codes satisfying the
condition n>(m+1)k, however, may be an inappro-
priate code,

Now considering a codeword set, C*, whose
2n-tuple codewords consist of two consecutive
outputs of (n, k, m) convolutional code, v,2=(v,.1,
v,). Then, we can see that 2n-tuple codeword, v,z,
>m+1, is generated by (m+2)k-tuple input
message, (U, Uel, s, Urm Uem,). Similarly, if an
(n, k, m) convolutional code satisfies the condition
2n>(m+2)k, then, with 2n-tuple coset representa-
tive, we can also avoid all zero codeword in the
coset of the code, ol

In a similar way, we can expand this idea to a
set of B consecutive outputs of (n, k m)
convolutional code, C®. Thus, a condition for
runlength limited convolutional code is

Bn> (m+B)k ie, B> )

This condition implies that any convolutional
code can get limited runlength property with a
Bn-tuple coset representative of the code C? as a
modification vector, here the mumber B should
satisfy the condition (2). That is, a code A® is
runlength limited code, here

Al= CPpM={ SO M = C°, Mz C%),
M=( p, puy,, pg)

Let us consider both zero run and one rum in a
code sequence, simultaneously. If the code C”° is
a transparent code, that is, (11--1)ECP, it is clear
that there doesn’t exist all zero code and all one
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codewords in the coset, A%, of code €% In the
state diagram of a convolutional code C which is
the origin code of C°, if there exist B
sequentially comnected branches generating all one
codeword, then the code C° is transparent, Else
the code €® is not transparent code and, in this
case, all one codeword can be exist in the coset,
A

Let A® and A” both be non-trivial cosets of
the non-transparent code C°, and assume that all
one codeword is in the coset, A% Then there are
no all one codeword as well as all zero codeword
in the coset, A®, because A®NA”=@. Therefore,
we can say that if a linear non-transparent code,
C®, has mote than 1 non-trivial cosets, there
exists a coset which does not include all zero and
all one codewords. The condition that the code,
Ca, has more than 1 coset, is

Bny (m+B)k+1

ie, B> %}’7@1. 3)

0. COSETS FOR LIMITED ZERO AN
ONE RUNLENGTH

A code sequence of nB-tuple codewords set A”
is depicted in Fig. 1, where the number B is the
smallest number satisfying (2) and A® is a coset
of C® with a proper coset representative, M. In
Fig. 1, assume that (B-1)n bits of the code
sequence are all zero as the worst case, then it is
clear that the leftmost and the rightmost n-bit
should be not all zero because both the left
Bn-tuple codeword and right Bn-tuple codeword
are not all zero codeword. Thus, for a given (n,
k, m) binary convolutional code, maximum zero
tunlength, Ruayo, of its coset is

mk

anaxOS ‘_ n—k

+2 ) n—2. @)

Similarly, from (3), both the maximum zero
runlength, Riao, and maximum one runlength,
Ryaxy;, in the code sequence of (n, kK, m)
cotvolutional codes with proper modification
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Fig. 1. A code sequence of the longest zero rum.
vector are

l nnlkk

+2_\ n—2,
Cﬁistransparent,
| ks e,

otherwise.

(RMO, Rmaxl)g (5)

For example, let us consider (2, 1, 2) binary
convolutional code whose polynomial generator
matrix is

D) =[1+D+D? 1+ . 6)

By the condition (3), we can construct a
codewords set C* which consist of all possible
four consecutive outputs v., Ve, V., and v,
There are (22"*-2%*“'Yy 8-tuple binary vector, M
&C* which can be used as a modification vector.
Among them, we can search a vector, M, which
minimizes the longest sequence of consecutive
zeros and ones in any code sequence. In the case
of our example, 32 vectors lead the maximum
zero and one runlength, (Rumexo, Rumax1)=(8, 8). For
simple implementation, we can select the vector
(00 01 00 01) as a modification vector of the
code generated by (6).

Our method to limit zero and/or one runlength
in transmitting code sequence is shown in Fig. 2.
When the encoder of convolutional code is
already implemented, the codeword reordering can
be used because the number of consecutive zero
andfor one tailing bits of leftmost n-bit codeword
and number of consecutive zero andfor one
leading bits of rightmost n-bit codewords in Fig.
1 can be varied according to codeword order. For
example, G(D)=[D+D*+ D 1+D+ D] leads (R
Ruwx)=(7, 7) but GD)=[1+D+D* D+D*+D]
leads (Rmaso, Rmax1)=(8, 8).

oM.

Binar Convolutional { [Codaword .é Output
Data Encoder ¢ | Reordering |} aquence

Fig. 2. Block diagram of proposed scheme.

V. SOME EXAMPLES AND
DISCUSSION

The modification vectors and Rumoe and Rapea
for the best codes introduced in [7] are listed in
Table 1. The generator sequences are reordered
for short runlength and expressed in octal form.
For  e¢xample, the  generator  polynomial
[1+DP+D 1+D+ D+ D is expressed (46 72)
in Table 1. The modification vector, 010, for the
code of generator sequence (52 66 76) is a
shortened expression for 010 010 010,

When we consider zero runlength ofily, Reso of
the codes denoted by * can be smaller than the value
listed in Table T, because the codes, €%, generated
by the code denoted * are non- transparent. In the
case of the code denoted **, however, even if C? is
non-transparent, Rumaxo i8 equal to the value presented
in Table T, because the smallest numbers of B
satisfying (2) and (3) are equal.

Table [I shows the modification vector leading
the shortest Rmao for the codes noted by * in
Table 1. The Rmao listed in Table [ are smaller
than the value listed in Table T. Table I reports
the codes which have the shortest (Rmaxo, Runax1)
for given n, k, m, K and dpe. Listed codes show
good runlength properties as well as good error
control capability.

V. CONCLUSIONS

The author investigated a method to obtain
limited runlength property for convolutional codes.
Since the proposed method is based on cosets of
the convolutional codes, with only simple
modification, we can achieve good runlength
properties without degradation of error control
performance of the code. As a result, the codes
presented in tables show good error control

1439

www.dbpia.co.kr



=241 88 =87] '01-8 Vol.26 NoSA
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