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Synchronized One-to—many Media Streaming employing
Server—Client Coordinated Adaptive Playout Control
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ABSTRACT

A mnew inter-client synchronization framework for multicast media streaming is proposed employing a
server-client coordinated adaptive playout control. The proposed adaptive player controls the playback speed of
audio and video by adopting the time-scale modification of audio. Based on the overall synchronization status as
well as the buffer occupancy level, the playout speed of each client is manipulated within a perceptually
tolerable range. Additionally, the server implicitly helps increasing the time available for retransmission while the
clients perform an interactive error recovery mechanism with the assistance of playout control. The
network-simulator based simulations show that the proposed framework can reduce the playout discontinuity

without degrading the media quality, and thus mitigate the client heterogeneity.

I . Introduction protocols, stable multicast-enabled networks, and

network-adaptive  applications to distribute the
Realizing an effective one-to-many media broadband media in an acceptable quality!”. For
streaming over the IP multicast faces lots of the network side, source specific multicast (SSM)

challenges. It requires feasible signaling/transport model® alleviates several complications (e.g., by
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restricting  application scenario) of conventional
any source multicast (ASM), especially for
one-to-many media streaming. For the protocol
side, real-time transport protocol pair
(RTP/RTCP"™) can provide interoperable/monitored
real-time transport channel over the IP network.
RTP/RTCP in itself does not guarantee quality of
service (QoS) to streaming media applications but
acts as a helper. Streaming media applications at
the server and clients are responsible to adaptively
take charge of network congestionferror and
system resource limitation.

To cope with the above challenges and provide
high-quality —media streaming, an  adaptive
multicast  streaming  framework has to be
established. To overcome the network and client
variation, it is important to deploy multicast rate
(e.g., congestion and flow) and error control. It
also needs to address the playback synchronization
issue in the intra-/inter-client aspect while properly
controlling the network buffers. Multicast rate and
error control issues are addressed quite often.
However, multicast playback synchronization has
been rarely discussed. Thus, in order to reduce
the playback discontinuity and mitigate the
heterogeneity, we propose to establish a
synchronized — multicast  streaming  framework,
where the synchronized playout of all clients is
adaptively managed. Note that synchronization
issue becomes more important as the media
streaming goes broadband and high-quality.

In the proposed synchronized streaming
framework, each client is required to keep
synchronization —coping with the exceptional
system events as well as the network fluctuations.
To assist each client for this challenge, we
propose to adaptively control the playback speed
of playout. By extending the audiofspeech
adaptive playout with time-scale modification in
[4],{5] to audio/video, the playback speed of
client can be varied. That is, based on the
combined buffer (i.e., network and application
buffers) occupancy level, the player at the client
is adaptively expanding or contracting the playout

within the range that it does not hurt the viewers
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perceptually. Thus, we can proactively conduct the
adaptive playback not only to reduce the playback
discontinuity but also to guarantee high-quality
playback with flexible error controls.

The proposed streaming framework consists of
1) local playback adaptation (guided by a
playback factor) based on the combined buffer
occupancy with error recovery support, 2) unicast
RTCP feedback on the presentation point as well
as the channel status, and 3) inter-client
synchronization with the synchronization aid from
the server. More specifically, each client locally
controls the playback speed to prevent buffer
overflow/underflow  (subsequently to  prevent
playback  discontinuity) and to assist the
delay-constrained  retransmission attempt if
allowed. This local adaptation is then reviewed at
the server based on the aggregated client feedback
and the server will issue target presentation point
to coordinate and synchronize all the clients. Note
that RTCP-compatible signaling between the server
and  group-clients is performed for this
server-aided inter-client synchronization.

Among many aspects of the proposed
framework, in this paper, we are interested in
verifying and evaluating the proposed framework.
So, we choose to evaluate the proposed
framework by conducting simple yet extensive
network simulations. Results show that the
proposed framework can reduce the playback
discontinuity without degrading the media quality
while enhancing the inter-client synchronization by
mitigating the client heterogeneity.

The rest of this paper is organized as follows.
The proposed one-to-many media streaming
framework is introduced in Section 2. The core
components of the framework are explained
subsequently in the order of the adaptive playout
with audio time-scale modification, the local
adaptation with error recovery support, and the
server-aided  inter-client  synchronization  with
feedback. Section 3 shows the simulation setup
and the verification results of the proposed
framework. After reviewing related works in

Section 4, we conclude the paper in Section 5.
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II. Synchronized Multicast Media
Streaming Framework

1. Proposed Framework Overview

—= Multicast RTP
Mokicast RTCP
o Uricast Feedback

S5M-enabled 1P retwork
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Fig. 1. The proposed one-to-many media streaming
framework.

Fig. 1 illustrates the overall framework of the
proposed synchronized multicast media streaming,
where the adaptive playout control for audio/video
streams (e.g., MPEG-2 and MPEG-4) is deployed
to perform the media delivery through the
SSM-enabled IP network. Multiplexed audiofvideo
stream (e.g., MPEG-2 program stream (PS)M) is
transmitted to all the clients joined through a
PIM-SM (protocol independent multicast - sparse
mode)  routing. It is assumed that a
single-layer-encoded  stream is  delivered to
moderate number of clients (e.g., around 100)
with receiver buffers. Under this kind of situation,
one can expect clients to lose synchronization
easily and play slightly different portion of stream
compared to the other clients. Note also that we
are assuming the lightly coupled synchronization,
where the server and clients need to be
synchronized within an allowed range. Note that
this is in comparison to the tightly synchronized
playout employing time synchronization such as
network time protocol (NTP)".

The desired inter-client synchronization is

accomplished in this work by performing the

playout  adaptation  with  audio  time-scale
modification™™, The synchronized playout is
assisted with the feedback-based streaming control,
which also can encompass the rate and error
controls in the future. The simple
retransmission-based  error recovery can be
enhanced with the explicit help of playout control,
which tries to expand the time available for
retransmission by slowing down the playback
temporarily. Server can also help the error
recovery implicitly by relaxing the target
presentation point to that of slowest client to
secure the time for retransmission. Also, the client
can not do multicast feedback, since the
neighboring router for each client is configured by
IGMPv3™® protocol to filter a source in the SSM.
Instead, each client uses a customized unicast
RTCP receiver report (RR) while the server
multicasts a RTCP sender report (SR) to deliver

control messagem.

2. Adaptive Playout with Audio Time-scale

Modification

To provide high-quality video streaming and
ease the client adaptation to network fluctuations
and system dynamics, the client-based adaptive
playout is adopted in this work. As shown in the
magnified part of Fig. 1, the multiplexed stream
is stacked at the receiver buffer of each client to
wait the decoding and playback. The stream is
de-multiplexed into the respective audio and video
decoding  buffers, where the  presentation
timestamp (PTS) located at the header of
MPEG-2 PS is recorded into the scheduler. It
also gets the current buffer occupancy level from
the buffer monitor. Based on the timing and
buffering status, the scheduler controls the
adaptive playout by expanding/contracting the
playout at both compositor and decoder. The
buffer monitor of the controller checks the
sequence number of incoming packets and
determines the loss from network - it performs
gap-based loss detection. The associated timer of
controller provides the required timing information

and controls the retransmission timing.
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Fig. 2. Desired operation of the proposed adaptive
playout control.

The main role of adaptive playout control is to
reduce the discontinuity incurred by  packet
over-junderflow and momentary CPU overload. An
effective playout adaptation allows us to avoid
excessive packet dropping at the application, conceal
the network fluctuation and thus minimize the
degradation of perceptual media quality. With audio

time-scale modiﬁcation[4]‘[5],

we can significantly
enhance the adaptation capability of client at the
cost of increased computation. To perform the
adaptive playout with time-scale modification, we
need to know the allowed range of ratio within
which a player can manipulate the playback speed
without being detected by the user’s perception.
Even though the allowed playout variation differs
based on the type of audio (including the silence),
playout variation up to 25% is usually unnoticeable.
In this paper, we define the playback factor ( J,)
to specify this variation ratio.

In general, the buffer size &, of each client is

typically constrained by the hardware complexity and
the application requirement on the latency and error.
When dealing with number of clients, it will be
simple and much easier to coordinate the playbacks
of whole client with larger size buffer. However,
when it comes to the hardware cost, smaller size
buffers with elegant buffer control is preferred. In
this paper, we fix the buffer size of all clients as
small as possible but large enough to service the
worst case client with the largest round trip time
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(RTT) and loss. Then, we denote the current buffer
occupancy level of client 7 at time ¢ as b°(#) and
specify two fixed thresholds for the receiver buffer
as shown in Fig. 2. They are low limit ( b;) and
high limit ( by) thresholds. When 4°(p) falls under
b, or exceeds by, there is high risk of buffer
underflow or overflow, respectively. Normally, the
control needs to keep &'(f) floating between b,
and bj. By keeping the speed of client ¢ at ¢

(D within
P:(1—4,)"P;(1+4,) (ie, 14, of its normal

acceptable range

playback speed P,), we can prevent exceptional
events that may result in unnecessary packet discard.
We introduce another implicit threshold, namely
retransmission limit (bp)s to guide the
retransmission-based  error  recovery. With  this
guideline, the controller determines whether it request

the retransmission of lost packet or not.

3. Local Playout Adaptation with Error

Recovery Support

Under the proposed framework, each client is
performing local playout adaptation. The major
role of local playout is heavily tied with the
buffer control. It adapts to control the combined
(in this work, decoder only) buffer occupancy
guided by a playback factor. As discussed above,
the local playout adaptation attempts to manage
b'(H between b, and by, By helping the
buffer-level control within the range as shown in
Fig. 3, the adaptive playout reduces the risk of
buffer underflow/overflow.
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Fig. 3. Key roles of local playout adaptation.
With the adaptive playout based on time-scale
modification, we can manage the buffer level
more flexibly. It helps- us to overcome the
exceptional system events and the mnetwork
fluctuations. For unicast case, even delay-stringent
(towards
conversational) can be better accommodated with

media  streaming interactive  and
the playout adaptation'.

We can extend the role of local playout
adaptation in order to secure the time required for
retransmission request/reply. It is well understood
that, the error recovery with retransmission is
applicable only when the RTT is short enough.
Normally, when a packet of client / is lost, the
buffer occupancy level 5(#) should be higher
than b, to secure time for retransmission. Thus,
actually we need to maintain the buffer level
between b, and b, Note that b, is replacing
b, in this case. However, with adaptive playout
control, we can secure additional time by slowing
down the playback speed. The threshold buffer
level for successful retransmission-based error

recovery - the effective by - can be lowered to

bg .
a+4,)" It thus enlarges the possible range

for retransmission to _ bk < B (H<b
a+4,) =op a8

shown in the magnified portion of Fig. 3.

Another key role of local playout adaptation at
each client is towards the synchronized playout. If
there exists noticeable discrepancy in the audio
and its corresponding video or temporary
disruption of playout, it disturbs the audience a
lot. With synchronization, we typically refer to
the reconstruction of temporal relation between
different media objects. There are several types of
synchronization such as intra-media, inter-media,

M0 For local

and inter-client synchronization
playout adaptation, the relevant synchronization
issue is so called intra-client (both intra-media
and inter-media) synchronization. That is, each
client separately manages the synchronization

based on its own time reference. Intra-media

synchronization defines the temporal constraints of
consecutive media contents (e.g., packets of a
single stream) and handles the timing dependency
not to degenerate the perceptual media quality.
Dynamic mechanisms like discarding and skipping,
shortening and extension of output duration, and

virtual time contraction and expansion have been
developed for intra-media synchronization to

11 .
M Inter-media

compensate  the delay jitter
synchronization (e.g., lip synchronization for video
and audio) defines the temporal relationships
between different types of media objects.
Controlling the skew, ie., the time difference
between time-dependent presentation units, is a
key issue to be solved here. The permissable
skew level between different types of media
objects is tightly coupled with human perception.
In this paper, we assume that globally
synchronized time reference is not available (i.e.,
lightly coupled synchronization). Thus, each client
is responsible to manage the synchronization
based on its own time reference, namely local
virtual time. The time reference is guided by PTS
timestamps delivered with media packets. Also,
we focus on the intra-media aspect of intra-client
synchronization. Since the intra-client
synchronization issue is closely tied with
inter-client synchronization, we will examine the
detailed playout adaptation for both types of
synchronization in the following section.

4. Server-aided Inter-client Synchronization with
Feedback

L

Ty,

Fig. 4. Server-aided client playout adaptation.
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Fig. 4 depicts the proposed playout operation to
maintain  the playback close to a target
presentation time. As mentioned above, each client
manages the synchronization based on its own
time reference, namely local virtual time. Initially,

the virtual time o ‘() starts concurrently with
the start of each playout at #y.» and the timer
records the current presentation time 7T/ (fuqr).
Note that media stream is assumed to contain
necessary presentation timing information (e.g,
PTS). Using 7 ‘(tww:) as the reference, we can
to estimate the virtual presentation time at fyg:+
4, Each client then compares its current
presentation time 7., to the virtual one v ‘(9.
The target range is controlled by &, which is

centered around the v '(#) at t. Here, we denote

i

. the amount of playout time discrepancy

by €
of T () with respect to the v ‘(#. That is,
i

&' means time difference between the virtual

( v($) and actal ( T '(p) presentation time.
When the ¢’ falls in the target synchronization
range, ie.|e|<0.5- ¢, , the playout adaptation
is not necessary. When ¢ ‘; becomes greater than

&,/2 or less than —¢e,/2, each client attempts

to adjust the current presentation time and
consequently move the buffer level. Each player
either fasten or loosen its playback speed to

compensate the time discrepancy (| e, —0.5-¢,)

until the 7 % (#) goes into the target range.

~—m= MuhicastRTP
- Multicast RTCP
—-= Unicast Feedback

Fig. 5. Server-client signalling for inter-client
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synchronization.

Fig. 5 depicts the proposed operation of
inter-client  synchronization to maintain the
playback close to a target presentation time.
Remember that, in this paper, we are talking
about lightly coupled synchronization, where the
server and clients need to be synchronized within
feedback-based
synchronization is adopted to accomplish the

an allowed range. Thus,

required server-client synchronization.
RTCP-compatible signalling between the server
and group-clients is performed to exchange
controlling messages including the presentation
time and other status. Note that the exchange of
controlling message needs to be restricted based
on the RTCP bandwidth rule and, due to the
employed SSM, each feedback is unicasted. The
RTCP RR interval is determined based on the
bandwidth of standard RTP and RTCP
application-defined (APP) packet is customized to
deliver the necessary timing information for the
synchronization. When the server receives the
compound RTCP RR packets, it gets the current

presentation time of the client ( 7 %(#) and it

estimates the R7TT' - RTT' of each client is
approximated at the sender utilizing the unicasted
RTCP RR reports. RTT'=t, —tpe— Lo
where ¢ , s the arrival time of RR packet at
the server, f,, is the delay elapsed from
receiving last SR at the client and ¢ g, is the
time that has been copied from the server SR
packet at the receiver. They are aggregated to
predict the target presentation time, 7, Each
client is then notified about this target
presentation time when it receives the RTCP SR
from the server.

To determine the target 7, from the
aggregated feedbacks from all the clients, the
server needs to set an arbitration policy. It is
important to adjust the fairness or performance of
all the clients in terms of synchronization. For
example, we can choose a simple averaging for

the arbitration and thus 7, is calculated by

www.dbpia.co.kr
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averaging all values of 7T %'s. Or we can use
other policies such as median, minimum or

maximum. The detailed calculation for 7 is as

follows. Even though we are talking about
gathering feedback from all the clients as a
response to the server SR, the feedback from
each client is returning at arbitrary time point (or
maybe lost during feedback). To compensate this,
we maintain the delay & for each client at the
server, i.e., the arbitrary delay after feedback
reception till the server SR. Also the feedback
from each client takes different R7TT' (to be
precise, half of RTTY) to reach the server.
Finally, the target presentation time 7, s

calculated as
Ts:Fa'rbitmn’on{TéydsisRTTi| i=1..... NC},

where F implies the selected arbitration

arbitration

policy, i stands for client i, N, is an active
group size, d_; is the processing delay from last

RR to current SR, respectively. With the

calculated T, the server multicasts the compound
RTCP packets containing 7 to all clients and

each client adapts its playback speed.

The above Fig. 4 also illustrates the detailed
behavior of server-aided client adaptation with
respect to the presentation time. Note that the
server-aided client adaptation is tightly coupled
with the local playout adaptation. At this stage,
we are using simple approach to coordinate local
and server-aided adaptations. Simply speaking, we
are just replacing local virtual time with the guide
from the server. Note however that it is very
important to make the switch among local and
server-aided adaptations smooth so that the
playout at each client is consistent. The detailed
procedure is as follows. While each client tries to

adapt the local presentation time 7 '.(# to its
virtual presentation time v (), it receives the
target presentation time 7, from the RTCP SR.

Upon the reception of target presentation time,
each client goes through transient adaptive playout
period by simply resetting its reference

presentation time of  virtual timer to

server-reported  Ty(,,. That is, the virtual time is
restarting with the 7, as its reference

presentation time when it receives SR(#n). After
reset, the player goes into the local adaptation
state to re-adjust the presentation time within
allowed range.

L JE—

Semsion Member
o losx(%)RTT (ms)

Fig. 6. Simulation topology.

M. Simulation Results

1. Simulation Setup

Fig. 6 provides the detailed simulation topology
by the network simulator (NS2). The SSM is
provided by the PIM-SM multicast routing and
each client feeds back its status through an
unicast RTCP RR. There exists one server and 16
clients will join to the group from arbitrary
locations.

We simulate the MPEG-2 audio/video streaming
scenario at average 5 Mbps with 30 f/s frame
rate. This frame rate leads us to the temporal
granularity of 33 ms. The adopted group of
picture (GOP) structure is for 15 frames
consisting of one I-frame and 4 P-frames (ie.,
IBBPBBPBBPBBPBB) and the bit rates of each
frame is tabulated in Table 1. At this stage, the
decoding and composition delay is ignored for the
sake of simplicity. The timing accuracy of playing

a frame is less than 10 ms in simulation.
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Table 1. Video Traffic Model

I(kbyes) B(kbytes) | P(kbytes)

Avg. Frame Size 50 21.6 10

Std. deviation 8 2 1

All clients joining the multicast group have the
same receiver buffer size (default size: 1 sec,
unless specified else) and perform the same
playout adaptation. Following thresholds are

utilized for the receiver buffers. Lower limit b5,

is set to from the bottom, where the

by
(1+4,)
retransmission limit b5 is based on the estimated
RTT. Higher limit b, has margin equal to 100
ms from the top. We set the default playback
Sactor ( 4,) to 0.25 (25%), which is somewhat
aggressive choice for time-scale modification. For
the 7T, arbitration policy, selection of minimum
value is employed as default policy. Target
synchronization discrepancy &, with respect to the
virtual presentation time is set to 100 ms. Note
also that the playout adaptation needs to be done
in terms of video frame. The presentation time
discrepancy is thus converted to the number of
video frames N (based on the video frame rate
R). Thus, we are getting the number of frames
to be adaptively played out with time-scale
modification, N, i.e, N,=N}/4, For example,
if we want to compensate 2 frames, then we
needs to do the playout for 20 frames with
4,=0.1. In summary, the player of each client
has to perform the playout adaptation up to
N,/R, sec as long as the buffer level is properly
controlled.

The simulation initiates just after O sec by
starting the multicast streaming from the server.
Each client joins to the group with a gap of 11
sec (fixed). After joining and starting the
playback, all the clients are subject to a
randomized, momentary CPU overload. Currently
the CPU overload is happening for less than 50

500

ms at full strength (i.e., no other computation is
possible) and it is randomly occurring with 10
sec exponential distribution. For the network,
various combination of TCP and CBR traffics are
traversing the whole network topology and
causing network fluctuations between the server
and clients. We select independent loss only on
the receiver links as a loss scenario. The
individual losses are occurred with uniform
distribution and several clients experience burst
losses with 50 to 100 ms exponentially distributed
burst length. The server has one- second
retransmission buffer. The average loss fraction is
6%, some clients suffer from maximum loss at
13% and a client experiences no loss (0%). With
all these setups, we are using three measures for
the synchronized streaming performance.

They are 1) accumulated playout discontinuity per
each client during streaming, 2) the maximum
difference of playout among clients, and 3) the
playout speed variation of a client.

2. Verification Results

To wverify the performance of the proposed
approach, three different playout cases are
compared. ‘No playout adaptation’ means the case
where the playout control for both local
adaptation and error recovery is not performed
and adaptive playout cases are divided into ‘Local
adaptation’ and ‘Server-aided adaptation’. In both
local and server-aided adaptation cases, the player
request retransmission with the help of playout
control.

Time difference(s}
& P

o
@

04 4

621 7 —— No playout ada ptation
v - Local acaptation
74 — — Seiver-aid adaptation
[eXe) T T T T —r
50 100 150 200 250 300
Time(s)

Fig. 7. Maximum playout time difference.
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Discontinuity(s)

04 4

0.2 A

[o1¢]

200 250 300

Time(s)

Fig. 8. Accumulated playout discontinuity averag-
ed per each client.

For these cases, the maximum playout time difference
between leading and trailing clients at each time ¢ is
shown in Fig. 7. Without the adaptive playout, the
time difference increases up to maximum buffer

occupancy level, ie., b, Packet overflows or
intentional flushing is useful in reducing the gap, but
it pays the playout discontinuity. Check the

accumulated discontinuity per each case in Fig. 8. It
illustrates 0.8 sec discontinuity is occurring to each
client on the average without the playout adaptation.
In comparison, the proposed playout adaptation can
bound the gap more effectively. If the player adopts
local adaptation only, there is no way to restore
inter-client synchronization since there is no guidance.
Eventually it is subject to flushing. But with the help
of server coordination, we can maintain and the gap
the The
discontinuity in Fig. 8 shows
with
reduces

accumulated
that the
server-aided
the playout
discontinuity to the half of no playout adaptation.

throughout whole playout.

playout
proposed

playout  adaptation

synchronization  efficiently

e
3

—— No playout aciptation
o= Locsl acaptation
— — Sefveraidadaptation
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Fig. 9. Playout speed variation (a long-run client).
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Fig. 10. Average repair probability at time $:$ in
a group.

Fig. 9 depicts the playout speed variation of a
long-run client in the group. It is no doubt that the
server-aided adaptation experiences more playout
speed variation than the other cases at the expense
10 illustrates the
averaged repair probability of lost packets in each

client. It is confirmed that the coordination of the

of reduced discontinuity. Fig.

server and clients, i.e., server-aided adaptation,

increases repair probability. Without the adaptive
playout, the repair probability is highly fluctuating
over the time.

o o o
a L] -]

Average butfer accupancy(s)
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—— No payout adaptaton
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0.1 1

200 250 300
Time(s)

Fig. 11. Average buffer occupancy at time 7 in a
group.
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Fig. 12. Maximum buffer occupancy difference.
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Fig. 11 shows the averaged buffer occupancy
level of the session members at time ¢ in the
group. Note that, without adaptive playout, the
average buffer occupancy becomes two times
higher than those of adaptive playout. It is also
observed that the buffer occupancy of server-aided
adaptation is maintained slightly higher than that
of local adaptation case. The maximum buffer
occupancy difference between leading and trailing
clients in the group is illustrated in Fig. 12. With
the adaptive playout, the buffer level difference
between group members is significantly reduced
and server-aided adaptation maintains slightly
smaller difference over the local adaptation. Since
the server selects the minimum value as 7T
under the default arbitration policy, it uses the
presentation time of the slowest client in the
group as the reference presentation time under the
server-aided case. The adaptation to 7, at the
clients maintains the buffer occupancy for all
clients towards the same level (making the
distribution of levels more uniform).

Table 2. Impact of T, arbitration policy on the
performance.

) L Playout Speed
Ts selection || Discontinuity(s) .
Variation(f/s)
Minimum 0.4812 2.8345
Median 0.5562 2.5396
Maximum 0.5812 2.3805
Average 0.4870 2.8291

The appropriate selection of $T$ impacts on
the overall performance as shown in Table 2. The
result shows that 7, derived from minimum
arbitration policy (ie.,
min(7! +d'+ RTT ", <, -, TX+a" + RTT")
is preferable to the others with respect to
playback discontinuity. That is, if we choose T
according to the slowest client in the group, it
increases the time available for retransmission for

all clients. This in turn contributes to the

502

enhanced error recovery and hence results in
reduced discontinuity compared to other arbitration

policies. The averaged 7, selection also reduces

the playout discontinuity and speed wvariation
compared to the other policies.

IV. Related Works

Inter-client synchronization and error recovery
with playout adaptation in combination with
TCP-friendly rate control'? are necessary to
provide high-quality video streaming service.
Synchronized playout of participating clients forms
the support foundation on which a server easily
deploy its network adaptation mechanisms (e.g.,
including flow and congestion controls). That is,
the necessary server-client interaction for the rate,
error, and synchronization can be better
accomplished with the adaptive playout of each
client.

The playout adaptation is required to maintain
the playout quality considering the network

limitations! "1 #HS]

fluctuations and  system
Previous works on the adaptive playout control
mostly focus only on the intra-client
synchronization issues. Multimedia player with an
application-level CPU scheduler adapts the playout
speed based on the buffer occupancy level, which
is linked to the system loads"* It is however
focused on the system capability variation than
the network fluctuation. - An adaptive stream
synchronization protocol (ASP)™ is used to
control the synchronized playout based on the
buffer fullness. It supports the notion of master
and slave streams to coordinate inter-stream
synchronization. However, it covers the signaling
for synchronization, and the specific mechanisms
to make streams synchronized are kept open. As
a promising solution candidate, the adaptive
playout with audio time-scale modification”™? is
proposed to synchronize the clients without
hurting the playout quality (ie., without any
disruption). They allow us to perform the playout
adaptation to gracefully conceal the network delay

www.dbpia.co.kr
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jitters and packet losses in the Intemnet.
Especially, [16] addresses the adaptive media
playout to relax the delay constraint of
retransmission and minimize the buffer underflow.
Based on both channel condition and buffer
fullness, [16] considers delay and loss resiliency
with the help of adaptive playout control.

The inter-client synchronization is rarely discussed
yet. It is important to achieve harmonized playout
among clients while maintaining fairness among
multicast group members. It should be done by
effectively mitigating the network and system
heterogeneity of clients. [15] deals with the
inter-client  synchronization as well as the
intra-client one by propagating the adapt
messages. [17] and [18] introduce inter-client
synchronization for live and stored media in
multicast environments, respectively. In [17], a
synchronization agent is used to exchange control
packets. To adjust the presentation time, the delay
(expressed in levels) at each client is reported.
However, it lacks in considering the propagation
delay and the feedback implosion due to
short-term fluctuations in the network. For the
stored media, [18] utilizes a multicast group
disseminating control packets from a master to
slave destinations. It requires message exchanges
among session members, which is impossible in
the SSM environment. Also, other works
[19],[201,[21] consider the fairness among group
members. However, these differ from our work
since we exploit the gain of adaptive playout for
the inter-client synchronization and the error
multicast

recovery under  the streaming

environment.

V. Conclusions

This paper proposed a new inter-client
synchronization framework with adaptive playout
control suitable for one-to-many multicast media
streaming for low latency applications. By
employing a server-client coordinated adaptive
playout control with feedback for presentation
time synchronization and error recovery, it varies

the playback speed within the perceptual limit and
adapts the presentation time of each client to help
the inter-client synchronization. For the error
recovery, each client performs retransmission
request with the assistance of playout control to
conceal long repair latency and the server also
implicitly helps securing the time available for
retransmission by coordinating the clients. The
proposed adaptive playout controls the playback
speed of audio and video by adopting the
time-scale modification of audio. RTCP-compatible
signalling between the server and group-clients is
also proposed, where the exchange of controlling
message is restricted. The network-simulator based
simulations show that the proposed framework can
reduce the playout discontinuity without degrading
the media quality, and thus mitigate the client
heterogeneity.
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