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ABSTRACT

Most existing space-time coding (STC) schemes have been developed for flat fading channels. To obtain

antenna diversity gain, they rely on channel state information (CSI) required at the receiver through channel

estimation techniques. This paper proposes a new decision feedback decoding scheme for Alamouti-based

space-time block coding (STBC) transmission over

time-selective fading channels. In wireless channels,

time-selective fading effects arise mainly due to Doppler shift and carrier frequency offset. Modelling the

time-selective fading channels as the first-order Gauss-Markov processes, we use recursive algorithms such as

Kalman filtering, LMS and RLS algorithms for channel tracking. The proposed scheme consists of the symbol

decoding stage and channel tracking algorithms. Computer simulations confirm that the proposed scheme shows

the better performance and robustness to time-selectivity.

I. Introduction

As wireless communication systems look to
make the transition from voice communication to
interactive Internet data, achieving higher data
rates become both increasingly desirable and
challenging. The advantages of using multiple
antennas at both the transmit and receive ends of
a wireless communications link have recently been
noted. Information theoretic results have been
shown that multiple antennas have the potential to
dramatically increase achievable data rates [1].
Recently, space-time coding (STC) was proposed
as an alternative and attractive solution for
high-capacity data transmission in wireless systems
[11-13].

In particular, Alamouti [4] discovered a
remarkable space-time block coding (STBC)
scheme for transmission with two transmit
antennas achieves full diversity gains using a
linear maximum-likelihood (ML) decoder.
Alamouti’s STBC has been adopted in several

wireless standards such as IS-136, WCDMA, and
CDMA-2000. Most STC schemes rely on accurate
channel estimation, which may require the
insertion of many pilot symbols when the
channels are  highly  time-varying. = While
differential STC (DSTC) schemes have been
developed for slowly time-varying channels [5].
Moreover, double differential STC (DDSTC)
offers a simple and robust means of handling
channel time-selectivity but loses 6dB in
performance [6].

Most  existing STC schemes have been
developed for flat fading channels. Different from
[4], we consider here more realistic time-selective
but frequency-flat fading channels. In wireless
mobile communications, time selectivity is mainly
caused by Doppler shifts and carrier frequency
offsets, which are jointly independent. Time-
selective fading channels can be modeled either
deterministic = models or random  processes.
Typically, deterministic channel models require

estimates of more parameters than random models,
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which makes to sensitivity due to
over-parameterization [7], [8]. Information theoretic
results have been shown that the first-order
Gauss-Markov random  processes provides a
accurate model for time-selective fading channels,
and, therefore, this channel models will be
adopted in this paper. The problem of channel
tracking for STBC was also investigated in [9].

In this paper, we investigate the impact of
time-selective fading channels on the performance
of the transmit-diversity scheme proposed by
Alamouti. We propose a new decision feedback
detection scheme for Alamouti-based STBC
transmission over time-selective fading channels.
We model time-selective fading channels as the
first-order Gauss-Markov processes. We then apply
recursive algorithms (LMS, RLS, and Kalman
filtering) to track the channel variations and
decode the transmitted symbols with diversity
gains. A detaied description of how to link the
symbol decoding stage with the channel tracking
stage is also presented. Simulation results confirm
that the proposed scheme shows the better
performance and robustness to time-selectivity.

The next section describes the system and
channel model considered this paper. Alamouti-
based decoding scheme and the proposed decision
feedback detection scheme are developed in
section [ll, and the various channel tracking
algorithms are discussed in Section V. Computer
simulation results are presented in Section V, and
finally, we draw our conclusions in Section VI.
Most notations are standard: vectors and matrices
are boldface small and capital letters, respectively;
the matrix transpose and the Hermitian are
denoted by ( Y, and ()", respectively; E[ -] is

the statistical expectation.

. System and Channel Model

Consider a wireless system equipped with two
transmit antennas and one receive antenna as
shown in Figure 1, where the information
symbols s(n) are transmitted using Alamouti’s
space-time block encoder. Different from previous

Tx1
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hy(n) >
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Fig. 1. Space-time block coded transmission diagram.

work [4] where the channels are assumed flat
fading. We consider here time-selective but
frequency-flat fading channels. Denote by #hi(n),
i=1, 2, the time-selective fading channel from the
ith transmit antenna to the receive antenna. At the
receive antenna, the two successive received

sampless y(2n) and y(2n+1) are given by

y(2n) =h(2n)s(2n)+ h,(2n)s(2n+1)+w(2n)
y(2n+1)=-h(2n+1D)s’ (2n+1)+h,(2n+1)s"(2n)
+w(2n+1) 1

where the additive noise w(n) is complex
Gaussian distributed with zero-mean and variance
0.50%, per dimension. We assume that data,
channels, and noise are jointly independent.
Among various channel model, the information
theoretic results in [10] and [11] have shown that
the first-order Gauss-Markov process provides a
accurate model for time-selective fading channels
and, therefore, will be adopted henceforth. The
dynamics of the channel state hi(n) are modeled
by

h(n)=ah(n~1)+v,(n) 2)

where the v{(n) is the white complex Gaussian
with  zero-mean and covariance  0.50% per

dimension and is statistically independent of
h{n—1). Parameter o< [0,1] is the fading
correlation coefficient that characterizes the degree
of time variations; small ¢ models fast fading and
large a corresponds to slow fading. The first-order
Gauss-Morkov model is parameterized by the
fading correlation coefficient ¢, which depends on
the channel Doppler spread, and can be accurately
obtained in [10]. In wireless mobile communi-

cations, channel time-varying characteristics arise
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mainly due to Doppler shifts arising from relative
motion between the transmitter and the receiver,
and the carrier frequency offsets due to the
transmitter-receiver oscillators’ mismatch. Denote
by f, the carrier frequency offset and by T: the
symbol duration. We can factorize hi(n) into

h(n) = B (n)e’>™ """ N

#27LTm account for the

where /() and e
Doppler and the carrier frequency offset effects,
respectively. Assume that Afn) is complex
distributed  with

unit-variance, we know that

Gaussian zero-mean  and

ol =1-|al’, a=Eh(n)h (n-1)] @)

According the the Jakes’ model F12], time-varying
channel “%,(#) is zero-mean Complex Gaussian

process, and has time-autocorrelation properties
govermed by the Doppler rate fiT; as in

Elh(mh (n=1)]=J,Q27f,T,) )

where Jo( +) is the zeroth-order Bessel function of
the first kind and f; denotes the maximum
Doppler shift. Recalling (4), the o is related to fu

and f, as following

a=J,Q2r f,T,)e’" " 6)

. Proposed Detection Feedback
Detector

1. Alamouti-Based Decoding Scheme

The receiver observations y(2n) and y(2n+1)
corresponding to the two symbol periods are
given by

y(r) =H(n)s(n) +w(n) %)
where, y(n) = [y(2n) y'(2n+1)]T; s(n) = [s(2n)

sCn+D), wn) = [w@n) w@n+D]; and the

channel matrix

508

Hn) =[ h(2n) h,(2n) J

h(2n+l) —h'(2n+1) 8)
Because of the white Gaussian noise, the joint
maximum-likelihood (ML) detector choose the pair
of symbol s(n) to minimize

[l y(m) ~H(n)s(n) | )

To decode s(n), the space-time block decoder is
designed by forming the two consecutive output
sample vector, z(n) = [z(2n) z(2n+1)]T, as

z(n)=H" (n)y(n) (10)

Based on the definition (8), it follows by

R(n)=H” () H(n) =[P1<n> £(n) ]

() py(n) an

where, o,(n) = b, 20>+ 1A,Q2u+ 12, o0y(n) =
12, Cr+ D12+ 202, e(m) = h1(2n) hy(2n) +
h3(2n+1)ky(2n+1). Using (11), we know that

_[pm 0 0 &)
z(n)—[ o pz(n)]s(n)+[g*(n) o }s(n)

+H” (n)w(n) 12)

The first part in (12) contains the maximum ratio
combined signals from the two transmit antennas
whereas the second part contains inter-symbol
-interference (ISI) on the off-diagonal elements
caused by time-selective channels.

Bit-error-rate (BER) performance analysis of the
detector (12) is possible for a given constellation
under perfect channel knowledge. We first obtain
from (12),

z(2n) = p,(n)s(2n)+&(n)s(2n+1)+
A Cryw2n)+h,2n+ 1w (2n+1)  (13)

Treating the interference as noise and after some
mathematical manipulation about A(2n) and
h(2n+1), we compute the instantaneous SNR

y{(n) as following
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_ 05 P} (n)E,
[2(ma? +{x(m)— p ()0 E, + p, ()52 (14)

y(n)

where E; denote the symbol energy of s(n) and
x(n) = 2m)|*|hy(2n)|%. In deriving (14), we
divided the transmit power by two for each
transmit antenna because each symbol is
transmitted twice. A similar equation can be
obtained for s(2n+1). Supposing that QPSK
modulation is wused, the BER Py(n) can be
expressed as following

P, (n) =0y (m) (15)

We neglecting the fourth order term ¢ (=0).
‘When E;>» ¢% (high SNR), we observe from (14)

that P,(n) does not increase with E; but approach
an error floor given by

P(n)= Q(\/p_\(n)/ 20} ) (16)

In time-selective fading channels, Alamouti-based
decoding scheme has an error floor caused by
interference as shown in (12). In order to remove
this error floor, we do not model the interference
in (12) as noise, but treat it as ISI and propose
the decision feedback detector, to decode s(n)
from y(n), at the cost of smaller receiver
complexity.

2. Decision Feedback Detection Scheme

From (11), we know that R(n) is Hermitian,
therefore, it has a unique Cholesky factorization
of the form R(n) = G"(m)G(n), where G(n) is
lower triangular with real diagonal element [14],
[15]. With H(n) defined by (8), we can verify
easily that

1 Po(n) 0
G = 3 *
"= L (n) pz(n)]

where py(n) =k, @) R1C2n+1) + hy,2n) R 5(2n+1)|.
Multiplying both vectors in (9) by the unitary
matrix [H(m)G'(n)]”, we find that the ML

a7

detector can be equivalent choose s(n) to

minimize

| x(n) —G(m)s(n) |I” (18)

Substituting (7), we find that the output x(n) is
related to s(n) by

x(m)=[HmG™ (M)]"y(n) =G(n)s(n)+e(n)  (19)

where the white Gaussian noise ¢(n) has the same
statistics as w(n). The decision feedback detector
uses a decision about s(2n) to help make a
decision about s(2n+1). Because the channel
model G(n) is lower triangular, there is no
interference from s(2n+1) to x(2n), and thus a
suboptimal decision $(#) can be found by
quantizing x(2n) as following.

x(@2n) =L 2ny+c(2n)

VP, (n) (20

Then, assuming this decision is correct, the
contribution from s(2n) in x(2n+l) can be
recreated and subtracted off, allowing the receiver
to determine the decision 3(n+ 1) by quantizing
the resulting difference D as following

D=xn+n--22 30
x(2n+1) WS( n)
=p,(M)s@2n+1)+c(2n+1) 21

Let us analyze the BER performance of the
proposed decision feedback detector. The BER is

thus again of the form P,=@(V 7,(n)) and
P,=QV 7,(n)) for QPSK modulation, where
71(n) and y,(n) are the effective instantaneous
SNR for (20) and (21), respectively

Py (E,
2p,(m)a?’

pl (")Es

72(m) = 202 22)

7ny=

Let us express the average BER of the proposed
decision feedback detector. Combining, we can
obtain the average BER P,(n) as following
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£, =l ol )

(23)

IV. Channel Tracking

To attain the proposed decoding scheme,
accurate estimates of the channel must be available
at the receiver. The estimated channel at time n
will be written in vector form as following

h(n|n)=[h(n|n) h(n|n) 24)

where H(#m) is the predicted channel at time n
based on the observation at time m. Let us define
the state vector h(n) = [m(n) m(m)]" and rewrite
(2) to arrive at the state equation as following

h(n) = Ah(n—1)+ v(n) @5)

where A = diag (e, @) and v(n) = [vi(n) va(n)}.
At time n, the received signal y(n) is given by

y(n) =5 (n)h(n)+w(n) (26)

where s  (m)=[s(n) s(z+1)]7 when n is even

and s’ (W=[—s"(n) s(n+1D]7 when n is odd.
Assuming that A is known from a preceding
training mode and assuming the vector of the

most recent available decision §(#x) to be equal
to the true s(n). In the training mode, the receiver
knows the transmitted symbols, whereas in the
decision-directed mode, the decoded symbols
replace the information symbol. We will focus on
the decision-directed mode and assume that initial
channel estimates are available by using
developed in [13]. In the

decision-directed mode, the prediction of the

techniques

channels may not be accurate. In this case, we
can use the previous estimates and tentative

channel prediction can be expressed as following

hQ2n|2n-)=ah(2n—1|2n-1)
hCr+1{2n-D)=a*h(@2n—-1|2n-1) 27
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that are initialized by h(1|l1), which is obtained
during the training mode.

The receiver can use the Kalman filter to track
the channel variations h(n). The algorithm may be
summarized as following

h(n|n=1)=Ah(r—1|n~1)
M(n|n—-1)= AM(n—-1|n-1DAT +Q
K(n)=— EVTl(n | n~1)s(n) _
o, +8 (MM(n|n-1)s(n)
h(n|n)=h(n|n-1)+K(n)[y(n)~5 (n)h(n|n-1)]
M(n|n)=[1-K(n)§" (n)IM(n|n-1)

(28)

where the estimator of h(n) based on {y(n)}7,

is h(nm) M((un—1) is  the
minimum prediction mean-square error (MSE) at

one-step

time n, and M(#|n) is the minimum MSE
(MMSE) at time n. K(n) is the Kalman gain.
Moreover, we can use the well-known adaptive
algorithms for channel variation tracking. LMS
algorithm has low complexity but does not have a
good tracking capabilities and convergence slowly.
However, it can be wused to track slow

time-varying  channels. LMS  algorithm s
summarized as following
e(n)=y(n)—3" (mh(n|n-1)
h(n|n)=h(n|n-1)+ pe(n)s(n) (29)

where u, the adaptation step size, is a positive
constant. RLS algorithm has satisfactory tracking
capabilities and higher complexity than LMS
algorithm. RLS algorithm is summarized as
following

e(n)=y(n)=§" (Mh(n|n-1)
K(n) = — 2 POZDST0)
1+ 478 (n)P(n—1)s(n)
P(n)=A1"P(n—-1)— A" K(n)s" (n)P(n—1)
h(n|n)=h(n|n—1)+e(n)K(n)

(30)

The term A (0<A<1), forgetting factor, is
intended to reduce the effect of past values on
the statistics when the filter operates in

non-stationary ~ environment. It  affects the

www.dbpia.co.kr
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convergence speed and the tracking accuracy of
the algorithm [14].

The proposed decision feedback decoding
scheme consists of putting together the symbol
detection part with channel tracking algorithm
described before. The algorithms can be
summarized as follows:

1} Construct the vector y(n) consisted of y(2n) and y(2n+
1)

2) Predict h(2n|2n — 1) and h(2n + 1|2n ~ 1) as shown
in (27).

3) Form the matrices H(n) and G(n) as described in (8)
and (17).

4) Decode 3(2n) and 3(2n + 1) as shown in (19).

5) Estimate the channel h(2n|2n) and h(2n + 1|2n + 1)

using one of the tracking algorithms discussed earlier
with the decoded symbols.

V. Simulation Results

In this section, we consider two simulation
examples to illustrate the proposed approach. In
the first example, we examine our proposed
scheme in time-selective fading channels and
compare the case with and without channel
tracking. The second example compare the
proposed approach with the scheme described in
[9]. In all simulations, we use the same
parameters as shown in [9] for fair comparison
with the scheme therein. We use (3) to generate
h(n). The generation of k,(n) follows the Jakes
model [12] with the parameters f; and T,
corresponding to a carrier frequency of 1.9 GHz,
a mobile speed of 250 km/h, and a transmission
rate of 144 kbfs. We simulate the performance of
our proposed detection scheme using BER as
performance index which we average over 5000
channel and noise realizations for each SNR
point. QPSK modulation is considered. Moreover,
in order to avoid divergence in recursive
algorithms, similar to [9], we insert one pilot
symbol every 12 symbols which introduces 8%
bandwidth efficiency loss.

In order to show the importance of channel
tracking in time-selective fading channels, we test
channel tracking algorithms for channel variations,
and compare the BER performane with and

Kalman Tracking
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Fig. 2. True and estimate of channel variations.

without channel tracking, when the carrier
frequency offset f, = 1000 Hz. Fig. 2 shows the
true channels and their corresponding tracked
values in the case of time-selective channels. We
observe that RLS algorithm gives good tracking
results, LMS algorithm can find the channel but
is loosing the tracking. Moreover, it is observed
that Kalman filtering yields excellent tracking
results. Fig. 3 confirms that channel tracking
improves the BER performance and Alamouti-

511

www.dbpia.co.kr



S E 253 =8 2 03-5 Vol28 No5C

0 BER Performance

$0v0

n "
10 15 20 25 20 3B 4
SNR[dB]

Raa&L:

Fig. 3. BER improvement with channel tracking for the
decision feedback detection scheme. (AL and DF
denote the Alamouti-based and our decision
feedback detection scheme, respectively.)

based scheme has error floor in time-selective
channels. As compared to the performance when
channels are perfectly known, the results in Fig. 3
implies that even small channel tracking errors
could induce performance loss, because channel
tracking errors cause ISI between the two transmit
antennas for the Alamouti-based decoding scheme.
At BER of 10°, Alamouti-based and our
proposed detection scheme result in an SNR loss
of 15 dB and 5 dB compared to the perfect
channel estimation case, respectively. Our decision
feedback detection scheme shows the better
performance  than  Alamouti-based  decoding
scheme. At a target BER of 10°, Alamouti-based
scheme does not reach the target BER. At BER
of 10*, our proposed scheme (DF Kalman)
results in an SNR improvement of 10 dB
compared to the Alamouti-based scheme (AL
Kalman). We fix the SNR at 22dB and vary the
normalized carrier frequency offset f,7; from 0 to
0.2. Fig. 4 shows that our proposed decision
feedback detection scheme has better performance
than detection scheme in [9].

VI. Conclusion

We proposed a new decision feedback detection
scheme for Alamouti transmit diversity scheme in
time-selective fading channels. Modelling

512

o SNR=22d8

Fig. 4. BER comparisons with tracking algorithms and
the detection scheme in [9].

time-selective  channels as the  first-order

Gauss-Markov processes, several recursive
algorithms have been employed to track their time
variations. It has been shown by simulations that
good channel tracking performance improves the
BER performance and our proposed detection
scheme has better performance than Alamouti-

based decoding scheme.
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