[ J
DEri=
=2 04-29-9A-1 FREAE=EA] 049 Vol 29 No YA

TS AY FLIANE I8 SAE FEQT 053
sl wy 23 duas

z39 2o & gy A9’

Well-Regulated Pseudo-request Dual Round-Robin Matching
Arbitration Algorithm for High Performance Input-Queued Switches
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ABSTRACT

High-speed scheduling algorithms are required for high-performance input-queued switches to achieve good
performance. Various Round-Robin scheduling algonthms for Virtual-Output-Queue (VOQ) switch architectures
have been proposed, hike iSLIP, DRRM (Dual Round-Robin Matching). iSLIP can achieve high performance and
have alteady been implemented in hardware. DRRM has been proved to achieve better performance and simpler
than iSLIP But neither iSLIP nor DRRM can efficiently solve the problem of the Round-Robin pointers’
synchromzation. In thus paper, we have proposed "Well-Regulated Pseudo-request Dual Round-Robin Matching”
Algorithm. It is developed from DRRM, and can always keep the pointers’ desynchronization. Since our algorithm
is based on the Round-Robin scheduling, it is also simple to be implemented. And simulation results also show

that our proposed algorithm performs pretty well under various traffic models.

Key WordseloWell-regulated, Pseudo-request, VOQ, iSLIP, DRRM.

I. Introduction them can be  implemented [2.3]. For
high-performance systems, the desirable properties

In the recent past, many research efforts were of schedulers are:
devoted to design the efficient ATM switches for e High Throughpur: schedulers should serve
B-ISDN [1]. Various cell switch architectures as any queues as possible; no output port
have been proposed in the literature, and most of may be idle as long as it can serve some
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input cell destined to it.

¢ Fairness: no input queue should remain
unserved indefinitely, i.e. starvation-free.

« Fast: schedulers should be fast and not
become the performance bottleneck; the
scheduler should therefore find a match as
fast as possible.

* [Implementation simphiciz: schedulers should
be amenable to simple hardware imple-
mentation, preferably within a single chip

The traditional output-queued (0Q) switches

have the best

performance for all traffic distributions, however,

possible  delay-throughput
an N-time speedup fabric 1s required In contrast,
nput-quened (IQ) switches don’t tequire any
speed up, and relax the memory-bandwidth
constraints. So it is cost-effective for high-speed
switches. Unfortunately, when  using a
first-in-first-out (FIFO) queueing discipline at the
input queues, due to the head-of-the-line {(HoL)
blocking problem, the maximum throughput is
limited to 58.6% [4] under uniform traffic and
much lower than that for other traffic models.
Virtual-Output-Queue (VOQ) architecture [2] is
ptoposed to solve the HolL problem while
achieving the scalability of IQ switches. Rather
than maintaining a single FIFO queue for all
cells, each input maintains a separate queue for
the cells destined to different outputs. An
input-queuved switch with VOQ is shown in Fig.
1 In this architecture, the switch performance
essentially depends on the scheduling algorithm,
that is, the arbitration between the input ports and
the output ports. A good algorithm should achieve
high performance, which we have summarized

above (4 items)

o ~vaay | Switchung Fabric
L T o o Output 1
L]
n VOQ n
] H ]
| VO@ ]
[nput NV H Qutput N
_ = : __.O O_—.
VOQumr

Fig. 1. An input-queued switch with VOQ
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Many scheduling algorithms have been proposed
in the literature. They can be classified into two
types: approximating maximum size matching
(MSM)} and approximating maximum weight
matching (MWM). Although the MWM algonthms
have been shown that they can achieve 100%
throughput under any traffic {5,6], they are too
complex to be implemented in hardware and have
a time complexity of O(leogN). So in this paper
we concentrate on some more practical MSM
algorithms, including iSLIP [7], DRRM [8,9] and
etc. Round-Robin Pointers” desynchronization plays
a very important role in these algorithms. Trying
o get the best effort of simplicity,
desynchronization and maximum matching, we
propose a Well-Regulated Pseudo-request Dual
Round-Robin Matching algorithm, which performs
pretty well under various traffic  models.
"Well-Regulated” means Round-Robin pointers’
initialization and moving are very regular. The
explanations of  pointers”  desynchronization,
initialization and moving are shown in the
following sections in detail.

The rest of the paper is orpanized as follows:
Section I introduces the typical scheduling
algorithms that approximate MSM. Section [l
algorithm. The

performance is shown in Section IV. Finally,

describes our proposed

Section V concludes the paper.

I. Related Typical Scheduling
Algorithms

A group of scheduling algorithms has been
proposed to approximate MSM, and they can be
simply implemented. Here we introduce two
typical omes: iSLIP and DRRM. We must know
iSLIP and DRRM are both based on Round-Robin
scheduling. Round-Robin scheduling means that
each Round-Robin has a pointer which points to
the current element (starting point for cumrent time
slof), and the pointer can move around the
Round-Robin in the next time slot according to
some scheduling schemes.

www.dbpia.co.kr
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1. iSLIP Algorithm

Well-known iSLIP algorithm was proposed
based on RRM (Round-Robin Matching) [10].
RRM works with three phases: input request,
output grant {using grant Round-Robin) and input
accept (using accept Round-Robin). It has already
been shown that RRM algorithm can't perform
well because of the grant Round-Robin pointers’
synchronization and its highest throughput under
uniform traffic is just bound to 63%. iSLIP only
does a small change to the grant phase of RRM,
but much better performance is achieved. The
detailed description for iSLIP is as follows:

Step 1: Request. Each input sends a request to
every output for which it has a queued cell (the
relative VOQ is not empty).

Step 2: Grant. If an output receives any
requests, it chooses the one that appears next in a
fixed, Round-Robin schedule, starting from the
curtent position of the pointer (the current
position of the pointer also can be called as
starting point). The output notifies each input
whether or not its request was granted. The
pointer ¢, is incremented (modulo &) to one
location beyond the granted input if, and only if,
the grant is accepted in Step 3

Step 3: Accept. If an input receives any grants,
it accepts the one that appears next in a fixed,
Round-Robin schedule, starting from the current
position of the pointer (starting point). The pointer
a, is incremented (modulo N} to one location
beyond the accepted output.

In the grant phase, the pointer 9. of RRM is
always incremented (modulo N) to one location
beyond the granted input regardless of whether
the grant is accepted or not. So it increases the
output grant pointers’ synchronization and leads to
the performance degradation. In contrast, iSLIP
algorithm reduces the synchronization and achieves
high performance. Tt can get 100% throughput
distributed  ii.d.  traffic.
Furthermore, iSLIP algorithm provides faimess

under  uniformly

and prevents starvation. An example for iSLIP is

Copyright (C) 2003 NuriMedia Co., Ltd.

shown in Fig. 2.
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Fig. 2 An example for iSLIP algonthm

2. Dual Round-Robin Matching Algorithm
(DRRM)

DRRM algorithm uses request Round-Robin for
input arbiters and grant Round-Robin for output
arbiters. So it only needs two steps to setup
exclusive connection between the input port and
relative output port. A detailed description of this
two-step algonthm is as follows:

Step I- Request. Each input sends an output
request corresponding to the first nonempty VOQ
in a fixed round-robin order, starting from the
current position of the pointer (starting point). The
pointer remains at that nonempty VOQ if the
selected output is not granted in step 2. The
pointer of the input arbiter is incremented
(modulo &) to one location beyond the selected
output if, and only if, the request is granted in
step 2.

Step 2: Grant. If an output receives one or
mote requests, it chooses the one that appears
next in a fixed round-robin schedule, starting
from the current position of the pointer (starting
point) The output notifies each requesting input
whether or not its request was granted. The
pointer of the output arbiter is incremented
(module N) to one location beyond the granted
input If there are no requests, the pointer remains
where it is.

An example for DRRM is shown in Fig. 3.
DRRM achieves a saturation throughput of 100%
with lower delay and provides better fairness than
iSLIP. It also has lower implementation
complexity compared to other algorithms with

similar performance.

915
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Fig 3 An example for DRRM algorithm

3. Pointers” Desynchronization

We can see that the main pownt for the
performance of these algorithms lies in how to
update the pointers (grant, accept pointers for
RMM and iSLIP; request pointer for DRRM).
Pointers’ desynchronization as fast as possible is
desired Although iSLIP and DRRM perform well
under uniformly distributed ii.d traffic, they
haven't efficiently solved the problem of pointers’®

synchromzation

M. Qur Proposed Algorithm

Why does the pointers’ synchronization degrade
the performance and how do we solve the
pointers” synchronization problem described above?
Since DRRM is betier than iSLIP, our work is
developed based on DRRM.

To study the synchronization effect, We make
the definitions as follows.

a) P,° two input arbiters select the

requests directed to same output;

b). 7,: starting point of input *’s request

round-robin,
7,. starting point of input J's request
round-robin,
rZ o, (r=r—dforl = d< N}
c). Suppose a VOQ is empty with propability
§ and not empty with 1 —4;
d) @, input z selects the request for

output ©, there exists three cases:

1l o<<r. 2yr=o0o<r,

CopVright (C) 2003 NuriMedia Co., Ltd.

HrLoex N
In case 1), input arbiter select (J, if
Qn,r Qi{r,+l); cery WOV Qﬂs Qﬂ~ XS] Quo—l) are empty

and €}, is not empty. Therefore, nput arbiter

selects (J, with probability 4 Yorte —4)
Since the arbitrations of both input ¢ and } are
independent of each other, for case 1), two input

arbiter ¢ and J select ceils directed for same
T 1
output © with probability Yo" ' 7" " (1 =)

Similarly for case 2}, two input arbiters 2 and

J select cells directed to same output ¢ with
r—1

Probability E g (51\— b (1 — 3 )_’:
m -7

for case 3), two input arbiters ¢! and 7 select

cells directed to same output ¢ with probabulities
v
2 5"‘*’-@‘"1*",(]_ _5).’

So p, can be expressed like this:
i ]

pr:(1_5)2( E (S.N—vAulo'N roomg

m 1

-1 A

E gm = on\'—r | m + E g g T ) (1)

m=r =1

Since 7,= r,— d, then P, can be medified as:

(1= &) 1= o, eV
p= LU0 o 5s™ 4 (g

1+4

Now we want to get the condition which

makes P, maximized When N is fixed,

(1-4)(1—48%) . .
is a constant and the value is

1+4
always = 0 for any 0 where 0 <d = 1. So we
only consider {(d¢+d%74)
Let po=8"+0"""=4848" (d=10).

pa=0tF 3 (< d< N

Pn_Pd:(1*5’1]*5\‘7r1(1*0’1)
={1—61—=8% DYz 0for(0<d<N) (3
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So oy = puford < d < N, (4

Combining the equation (2) and (), it is
obvious that p. is maximized at d=0 for any ¢
where 0 <d = |. This means if the startng
points of two individual input request arbiters are
same, then the probability that selected requests
of the two arbiters directed to a same output is
maximized. That 1s, the performance will be
degraded.

For the reason we described above, we propose
a new input request arbitration to minimize p, :
the starting points of input request arbiters are
different from each other at any time slot. So we
can set the initial starting point of each input
arbiter like this:
r=1 =12 .., N

The same order will also be set to the output

initial grant points. That is,
g =1 =12 . N

After that, at the following each time slot, the
request pointer of each individual input arbiter is
always incremented by one (modulo N) in a
clockwise rotation; the grant pointer’s rotation is
the same as the rotation of request pointer.

We know that the proposed scheme can fully
solve  the  synchromzation
fully-loaded (none of the VOQs is empty) traffic,

problem  under

but in other cases, more than one request directed
t0 a same output also exists So in order to
improve the number of matching in a time slo,
we considered a novel mechanism and added it to
our scheme. We call it "Pseudo-request”.

Up to now, we have described ocur main idea.
So the proposed algorithm can be expressed in
detail as following steps:

Initialization:

Set initial input request arbiter round-robin
pointer as; ,=17. 1=1.2,..., N.

Set initial output grant arbiter round-robin
pointer as: ¢ =1, 1=1,2, .. N

Execution:
Step 1. Request.

Copyright (C) 2003 NuriMedia Co., Ltd.

Each  input sends an  output  request
corresponding to the first nonempty VOQ in a
fixed round-robin order, starting from the current
position of the request pointer.

Each input also has a Psendo-request pointer,
which points to the request VOQ that was
rejected in the previous time slot. Each input also
sends a Pseudo-request to the output the
Pseudo-request pointer points 1o,

If the mput synchronously receives a grant and
Pseudo-grant in Step 2, it ignores Pseudo-grant;
otherwise it will accept the Pseudo-grant. The
request pointer of the input arbiter will be
incremented by one (modulo N} in clockwise
rotation whether or not the request is granted.
The Pseudo-request pointer will be inactivated if
it has kept unmoved for a cermain time slots
Until a new request rejection, the Pscudo-request
pointer will be activated.

Step 2: Grant.

H an output synchronously receives requests
and Pseudo-requests, it ignores the Pseudo-requests
and chooses the one that appears next in a fixed
round-robin schedule, starting from the current
position of the grant pointer. The output notifies
each requesting input whether or not its request
was granted. Otherwise, it will randomly choose
one Pseudo-request and send Pseudo-grant.

The grant pointer of the output arbiter will be
incremented by one (modulo N) in clockwise
rotation

Fig. 4 shows an example of our proposed
Well-Regulated Pseudo-request Dual Round-Robin
Matching arbitration algorithm.

current
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= £ ume slot ! grant

= P-r . )"‘.
e . next Lme

== I @\ slat @
== Al nest ome _’-_/\;} s

=1 (E slat (E \

=

s . currant __

= p PN ame slat t.‘\{f"‘

4
= b b G o e
Inputs  utpats reques. erant
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Fig. 4. An example for our proposed algorithm
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IV. The Performance Analysis

This section focuses on the fairness, delay and
throughput performance of our proposed algorithm.

1. Fairness

Our algorithm is fair and doesn’t suffer from
starvation, Because our algorithm is developed
from DRRM (Round-Robin based algorithm) and
in order to provide service faimess and maximum
matching at the end of each time slot, a
pseudo-request techanism is adopted and both the
starting points of request arbiter and grant arbiter
are increased (modulo N) by one in clockwise
rotation.

2. Delay

We have done the simulations under various
traffic models. In order to get a good estimate of
the performance measure, simulations have been
run for sufficiently long time (5 < 10° cell times).
Speedup is not considered in this paper, and
iSLIP algorithm is considered only with single
iteration for a fair compatison. It is shown that
our algorithm performs pretty better than iSLIP
and DRRM.

2.1 Case 1. Under Bernoulli Traffic
As in [7], under heavy load, our proposed
algorithm serves each VOQ once every N cycles.
So the queues approximate an M/D/1 queue with

R A . .
arrival rates N and deterministic service of N

cell times length. Under heavy load of Bernoulli
traffic, the approximate delay D for arrival rate A
per slot time can be approximated by:

AN

D=1 5)

The above expression explains that under heavy
traffic loads, delay is roughly linearly increased
with N. The main cell delay for M/D/1 system
compared to our proposed switch is shown in
Fig 5 with N = 8 and 16 respectively.

978,

ht (C) 2003 NuriMedia Co., Ltd.

mean cell delay (slots)

—=—— 16 s 16 Proposad
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e oo N=16MO0A
- N=8 WD"

1n'L s " s . L . s
02 03 04 05 06 a7 od a9

load

Fig. 5. Companson of the average delay for our proposed
switch with M/D/1 system when N = 8, 16 under uniform
iid. Bernoulli traffic.

Fig 6 shows the performance improvement of
our proposed algotithm over iSLIP and DRRM in
a 1616 switch under uniform iid Bemoulli
traffic.

—+— SUP
- +-- DRRM

(LS —e— Proposed o

mean cell delay {(slols)

02 03 04 0s 0B a7 0ge na
lead

Fig. 6 Comparison on the petformance of our proposed
algorithm with iSLIP, DRRM when switch size 15 16 under
14, uniform Bemoulli traffic

Although under moderate load, our proposed
scheme performs a bit worse than iSLIP (the
difference is less than 1 time slot), under heavy
load {p> 0.65} it can be seen that our algorithm
performs much better than iSLIP. When p is
close to 0.9, our proposed algorithm can reduce
the delay about 40 time slots. On the whole, our
algorithm also always performs better than
DRRM.
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2.2 Case 2! Under Bursty Traffic

Many ways of modeling bursts in network
traffic have been proposed [11,12,13,14]. We
illustrate the effect of burstiness using an on-off
markov-modulated process.

Fig. 7 compares on the performance of our
proposed algorithm and iSLIP, DRRM algorithms
in a 16 <16 switch with respective average burst
length 16 and 32 Note that the delays increase
approximately linearly with burst length.

10*

3 burst = 32 calls

mean cell delay (slots)
W

e EEEEE 1SLIP burst = 16

10 e=* e *----  DRRM  burst=16 |
—&——  Proposed burst = 16
- ISUP burst = 32
I DRRM  burst= 32
——=——  Proposed hurst = 32

o2 03 04 05 0& oz ki } k]

Fig 7 Companscn on the performance of owr proposed
algorithm with iSLIP, DRRM when switch size 15 16 under
uniform bursty traffic of average burst length 16 and 32.

From the figure it can be seen our proposed
algorithm performs better than iSLIP and DRRM
under these both models, especially when the
traffic load is heavy. The reason is that our
algorithm from the arbiters’ initialization is based
on the input requests’ desynchronization. Under
heavy traffic, it can perform fully desynchronizing
from the start, so the burstiness reduction is also
quickly implemented.

2.3. Case 3: Under Hot-Spot Traffic

Here we will discuss the delay performance
under one typical non-uniform traffic - the
so-called “hot-spot” case.

For an example 4 X 4 switch, the definition is
shown as in Fig. 8. If output 4 is the “hot-spot”
output and each flow is Bemoulli. It means that
the "hot-spot” output has twice as much load as
the other outputs.

Copyright (C) 2003 NuriMedia Co., Ltd.

Output
Input 1 2 3 4
1 X X X 2%
Y X h'y X 2x
3 N N X 2x
1 X hY AN 2%

Fig. 8. The definitton of “hot-spot” case for 4 < 4 switch

We use the same definition for a 16 16
switch and get the result as Fig 9.

-+ 15LP IS
—#-— DRRM
—a— FProposed

mean cell delay (slo1s)

10tk L . . L L L R L
a1 0t5 D2 0% 03 035 0a 045 05
lnad

Fig. 9. Comparison on the performance of our proposed
algorithm with 1SLIP, DRRM under "hot-spot” case

Because we only consider admissible traffic for
this “hot-spot” case simulation, which means that
no input or output is overloaded. So the input
load is maximized at 0.5. It is obvious that our
algorithm performs pretty well and much better
than iSLIP, DRRM. The reason is mainly that
following the increase of the traffic load, input
pointers”  desynchronization  and  maximum
matching are kept. So the hot-spot output 16
always gets a chance to be served. The constant
service for hot-spot output assures that the cells
in the VOQs related to this hot-spot output don't
need to wait for a quite long time, thus the delay

performance is improved.

3. Throughput
It has already been proved that under uniformly

979
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distributed heavy i.i.d. traffic such that none of
the VOQs empty at any time, the maximum
throughput of iSLIP and DRRM is 100%. Our
algonithm also can get the 100% throughput under
such case. The reason is very simple. Our scheme
assures the input pointers’ desynchronization at
any time, s¢ under heavy traffic case, no time is
needed to implement the
desynchronization like iSLIP and DRRM. It also
means 100% throughput can be gained.

potnters’

We also want to compare the throughput of

these three  algorithms under  non-uniform
“hot-spot” case The hot-spot model is defined the
same as [15,16]: a high rate of traffic is destined
to one hot-spot output and all other traffic is
distributed to other outputs uniformly. Define £
as the fraction of cells destined to the hot-spot
output. Then the load rate p for the input port

can be expressed as:
p=ph+t{l—hjp (6)

For one input, a cell rate of ph is destined to
the hot-spot output and (1 —h)p is destined
uniformly to the other N-1 outputs. Thus from all
the inputs, there is a total cell tate of 7AN
destined to the heot-spot output.

We have done the simulation for any % in the

range (1—,\,' 1) when the case p is 1.0. The result

is shown in Fig. 10.

095 - a o
a ]
o
5 @ o
3 nef a3
5 <
H 2 o
= o
= 085F
3 o g
B N 2
. o
a6F o 5
P @ BUP
- L o —&— DORRM
075 Q o —w— Proposed
[o]
[ L n

hx 16

Fig 10 Companson on the throughput of our proposed
algorithm with 1SLIP, DRRM for hot-spot output in a
16 » 16 swich as a function of h
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The hot-spot output throughputs of DRRM and
our algorithm are found to be 100% for any £,
but the throughput of iSLIP scheme is waved
with . This is due to the fact that with iSLIP,
an input can request for multiple outputs at one
time, and the granted input by the hot-spot output
maybe doesn’t accept the grant. But this is
different from the situation with DRRM and our
algorithm, in which an input will request for at
most one output in each time slot, and if the
request is granted, the input will always accept it
When more traffic is destined to the hot-spot
output, the VOQs related to the hot-spot output
have long queues, and only a few cells wait in
the VOQs related to the other outputs. Maybe
some of the VOQs corresponding to other outputs
are empty So the hot-spot output will always get
at least one request from all inputs in each time
slot, and no matter which request is granted, one
cell will be sent to this hot-spot output.

It has been proved that 100% throughput can
be achieved under iid. umform heavy traffic
such that none of the VOQs is empty for iSLIP.
Because pointers cant be fully desynchronized after
a finite time, each input can send a cell to the

L
16
the traffic for iSLIP is nearly uniform, so the

throughput is close to 100%. When & lies in

(L. L
16 " 16

corresponding output When 2 is close to

) (1—2 is close to the middle value
between 11_6 and 1), the throughput 1s decreased
from 100% to over 70%. The reason is that
following the increase of the traffic destined to
the hot-spot output, the arbiter pointers are
difficult to be fully desynchronized. The granted
input by the hot-spot output maybe doesn’t accept
this grant while accepts another one due to the
receipt of more than one grants, thus the
throughput performance is degraded. When /i lies

in (%, 1), following the increase of %, more

and more traffic will be destined to the hot-spot

www.dbpia.co.kr
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output. Although the arbiter pointers almost can’t
be fully desynchronized, due to the fact that only
a few incoming cells are destined to other outputs
and therefore more and more VOQs for other
outputs will be empty for most of the time, some
inputs will likely only request for the hot-spot
ourput, thus the hot-spot cutput will always can
be served. So the throughput performance will be
improved with the increase of A till close to
100%. As h gets to 1, it is obvious that the
hot-spot output throughput can get 100%. The
reason is that the traffic is only destined to the
hot-spot output.

VI. Conclusion

VOQ architecture is very necessary to the
input-queued ATM switches. Many Round-Robin
algorithms which approximate maximum size
matching based on VOQ architecture have been
proposed. And it is also proved that traditional
Round-Robin  scheduling algorithms like iSLIP,
DRRM and etc can't efficiently solve the problem
of Round-Robin pointers’ synchronization. So the
performance is much degraded. In order to study
why the degraded  with
synchronization, some

performance s
Round-Robin  pointers’
analysis has been done by mathematical method.
Based on the result and for the purpose of
maximum matching, we have proposed a new
algorithm: Well-Regulated Pseudo-request Dual
Round-Robin Matching algorithm. This proposed
algorithm can efficiemly solve the synchronization
problemn  of Round-Robin scheduling, and the
Through the

simulation results, it is also shown that our

implementation is also simple.

proposed algorithm performs better than other

schemes in performance.
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