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ABSTRACT

In this paper, an efficient Adaptive quality-of-service (QoS) traffic control scheme with priority scheduling is 

proposed for the multimedia traffic transmission over wireless access networks. The objective of the proposed 

adaptive QoS control (AQC) scheme is to realize end-to-end QoS, to be scalable without the excess signaling 

process, and to adapt dynamically to the network traffic state according to traffic flow characteristics. Here, the 

reservation scheme can be used over the wireless access network in order to get the per-flow guarantees 

necessary for implementation of some kinds of multimedia applications. The AQC model is based on both 

differentiated service model with different per hop behaviors and priority scheduling one. It consists of several 

various routers, access points, and bandwidth broker and adopts the IEEE 802.11e wireless radio technique for 

wireless access interface. The AQC scheme includes queue management and packet scheduler to transmit 

class-based packets with different per hop behaviors (PHBs). Simulation results demonstrate effectiveness of the 

proposed AQC scheme. 
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Ⅰ. Introduction

  The development of efficient wireless transmission 

systems is a challenge for modern communication 

engineering toward the realization of universal per-

sonal telecommunication, which will offer access to 

all kinds of information services at a reasonable cost 

at any place and time. In the past few years, there 

have been great demand for mobile communication 

services and tremendous improvements in wireless 

technology. With the diversity applications, the 

Internet has changed from the original experiment 

research project to a commercial network. It can be 

predicted that Internet will evolve to become the 

principal communication medium of the future. As 

Internet has become one part of our daily lives, peo-

ple want to have it ready to use not only on the 

desktop PC but also in their mobile devices. There 

is increasing pressure to seamlessly integrate emerg-

ing wireless systems with the Internet, which is a 

broad, multidimensional, and challenging problem. 

Although IP (Internet Protocol) obtained great suc-

cess in designing Internet architectures, two re-

strictive elements such as both mobility and QoS 

still exist
[1][2] due to its hierarchy, scalability and 

simplicity. In order to solve the problem of mobility, 

mobile IP provides a good solution, because it 

makes it easy for the fixed IP address configure and 

allows nodes to continue to receive packets, in-

dependently of their connection point to the Internet. 

One of the 3rd generation systems, CDMA 2000, 

has been utilizing the enhanced mobile IP in its core 

network architecture
[3]. Meanwhile, QoS is a general 

term which means that the service user receives a 

predefined, but not necessarily a constant amount of 

resources from the network, guaranteeing that the 
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user's traffic is delivered to the destination within 

the set parameters and performance bounds. The 

QoS provision is necessary especially when the 

wireless and mobile network (WMN) providers have 

to commit a certain level of service to their users in-

cluding bandwidth and delay
[1][4]. There are no guar-

antees for relative or absolute QoS in traditional 

Internet, but only CoS may be provided with all net-

work traffic competing for the network resource. 

The best-effort (BE) model can be used for the serv-

ice, of which model may induce some impairments. 

One visible problem is network congestion that 

causes packets getting dropped and leads to the deg-

radation for real time traffic. Furthermore, real-time 

applications may be treated unfairly on the con-

gested links by taking excessive resources compared 

with the self-adjusting data applications. 

  To solve these QoS problem, many solutions have 

been proposed by both extending the BE service 

model and providing guarantees for the selected 

emerging multimedia applications. Integrated Service 

(IS) and Differentiated Service (DS) are good exam-

ples of technologies that are currently standardized 

and available in commercial products
[5][6]. These 

technologies can be used successfully for deploying 

QoS in corporate networks and small portions of the 

Internet. IS model can provide the dynamic resource 

allocation and the per flow QoS guarantees
[1]. It also 

provides BE service class as traditional Internet and 

represents a major advance based on the concept 

that only end systems maintain flow-related 

information. However, this model needs to hold state 

information and hence may fail to scale in the large 

public domain. Instead of maintaining state in-

formation, DS model applies different PHBs speci-

fied by DSCP (DS Code Point) in the ToS (Type of 

Service) field of IP header. DS model
[6] has an ar-

chitecture for implementing scalable service differ-

entiation and can provide scalability by aggregating 

traffic classification state.

  Therefore, we have been devoted to the research 

of adaptive QoS traffic transmission and control 

mechanism in WMN environment. In this paper, we 

propose an AQC service model under consideration 

of efficiency, fairness and scalability. One solution 

is to classify all the traffics into different types and 

then accordingly treat them differently as performed 

in DS model
[6][9]. Scalability is aimed at providing 

QoS-based services in an Internet-wide scope with 

neglecting of the real user numbers. Thus it can car-

ry out QoS guarantees including small and large net-

work scales. In order to realize the efficiency the 

proposed AQC model can use reservation scheme by 

negotiating QoS requirements between mobile users 

and the network. Also, it adopts the behavior ag-

gregation (BA) model for achieving fairness. 

Ⅱ. The QoS service models and wireless 
access

  The primary goal of QoS is to provide priority in-

cluding dedicated bandwidth, controlled jitter and la-

tency (required by some real-time and interactive 

traffic), and improved loss characteristics. Also it is 

important to make sure that providing priority for 

one or more flows does not make other flows fail. 

Fundamentally, QoS enables us to provide better 

service to certain flows. This is done by either rais-

ing the priority of a flow or limiting the priority of 

another flow. 

2.1 Differentiated Service model

  As mentioned before, IS model needs to maintain 

state information and hence may be unsuccessful to 

scale in the large public domain. DS model was in-

troduced to alleviate this problem
[6][8]. Instead of 

maintaining state information, DS treats different 

PHBs specified by DSCP in the ToS field of IP 

header. It achieves scalability by aggregating traffic 

classification state for the IP-layer packets in DS 

network. The aggregation functions are implemented 

only at network boundaries or hosts: either the user 

explicitly (or the network implicitly) chooses the ap-

propriate service class for the flow without actually 

reservation of resources to the individual flows. 

Because of this aggregation function the core routers 

in DS network only maintain minimum state in-

formation for providing the required QoS. The DS 

region refers to a set of DS domains. Differentiated 

services can be offered over paths across those DS 
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domains. The PHB refers to the externally ob-

servable forwarding behavior applied at a DS-com-

pliant node to a DS behavior aggregate. According 

to different kinds of applications, two types of PHB 

behaviors are defined in DS model
[7]: AF (Assured 

Forward) PHB behavior and EF (Expedited 

Forward) PHB. The routers in DS domain perform 

different functions. There are two kinds of routers: 

boundary router and interior router. The boundary 

routers are responsible for connecting DS domain to 

a node either in another DS domain or in a non-DS 

domain. SLAs (Service Level Agreements) are kinds 

of contract between a customer and a service pro-

vider, which typically cover the issues of QoS serv-

ice specifications that are to be met by the service 

provider
[9]. TCA (Traffic Conditioning Agreement) 

is a part of DS SLA. The TCA represents a filter to 

which the specific SLA is bound. This filter is a 

classifier separating the traffic stream for processing. 

In DS region, SLA is mapped to a conceptual net-

work model, which is then applicable to the config-

uration of individual elements within the network. 

This requires translation from SLA to a more de-

tailed SLS (Service Level Specification). SLS is de-

fined to be a set of parameters and their values, 

which together define the service offered to a traffic 

stream by the DS domain. Also as a part of SLA, 

the TCA is translated into a DS specific condition-

ing specification Traffic Conditioning Specification 

(TCS). The TCS is defined as a set of parameters 

specifying the traffic profile. 

  Two kinds of classifiers are defined in DS model. 

The classifiers may be located in the ingress nodes 

or interior nodes in DS domain. The classifier lo-

cated at the ingress node is generally a MF 

(Multi-field) classifier. The other is BA (Behavior 

Aggregate) classifier located at the Interior routers: 

this classifier is performed based on DSCP value. 

DSCP is a reformatted ToS field of the IP header, 

which is used to define the class of the packet. This 

class specifies both forwarding treatment 

(scheduling) and path selection (routing). Forwarding 

treatment is a set of nodes defining importance of a 

class compared with the other classes. Rules charac-

terize the relative amount of resources, which should 

be dedicated for a particular class in the scheduler, 

and the packet dropping order during the congestion. 

Traffic conditioner is used to verify that the offered 

traffic is in compliance to the agreed profile (sub-

scribed information). The main components of traf-

fic conditioner include: meter, marker, and shaper/ 

Dropper. The meter is used to measure the temporal 

properties of the traffic flowing and its comparison 

against those specified in a TCA. A packet in agree-

ment with the TCS (in profile) is treated differently 

from those that are out of profile. The Marker is 

used to perform the DSCP marking of the packets. 

The DSCP value is defined by the SLA between the 

host and the service provider, and PHB behaviors 

are decided according to the DSCP value. The 

shaper is used to delay the packets at nodes where 

they are active: the dropper is used to discard them. 

MF classifier will classify traffic from multiple sour-

ces, and after this classification process, an appro-

priate TCS will be assigned to each source traffic. 

Then, BA classifier is performed based on DSCP
[9]. 

A meter then compares the marked traffic with the 

traffic profile in the TCS. The conformance status of 

the packet is decided and as a result, the non-con-

forming packets are re-marked for lower serv-

ice-level, or shaped to conform to the TCS, other-

wise they are dropped. The policing process is used 

to delay some or all of the packets in a traffic 

stream in order to bring the stream into compliance 

with a traffic profile. A policer usually has finite- 

size buffer, and packets may be discarded if there is 

not sufficient buffer space to hold the delayed packets.

  The EF PHB is intended to provide a building 

block for low delay, low jitter and low loss, assured 

bandwidth, end-to-end service through DS domain. 

To minimize delay and jitter, the packet serving ca-

pacity at the routers should be greater than their ar-

rival rates. The AF PHB is applied to those applica-

tions that the traffic out of profile will be delivered 

with less probability compared with the traffic in 

profile. It is a mean for a provider DS domain to of-

fer different levels of forwarding assurances for IP 

packets. Also four AF classes have been defined in 

each node with allocating a certain portion of the 

forwarding resources. The packets for the assured 
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forwarding are marked with a code point by map-

ping them to one of these classes. The packets with-

in the classes can be assigned to one of three-drop 

precedence. 

2.2 Wireless access part

  The wireless access network is designed to meet 

some requirements. One of them is to be as in-

dependent as possible of what type of packets are 

being transported with the assumption that packets 

are forwarded according to their IP header. It is con-

sidered to minimize the number of special functions 

provided in the access network. The access network 

should limit its functionality for providing IP packet 

forwarding, independent of upper layer applications. 

The network layer within the access network should 

have a generic interface toward the link layer so that 

the new (and old) link layers may be exploited with-

out wholesale network infrastructure redesign. When 

the particular applications require the optimized sup-

port, they should be invoked and made available in 

a generic way typically via some sort of QoS aware 

service interface. All specific features in link layer 

should be hidden as much as possible from the up-

per layers. It is desirable for any network to mini-

mize any barriers to technology evolution. This ap-

plies equally to upper layer services, link layer tech-

nologies, and the components of the access network. 

The components within the access network should 

be modular so that different parts may be evolved 

and upgraded independently. 

  Our proposed scheme use the air interface techni-

que based on IEEE 802.11e standard. The 802.11e 

network works by optimizing the existing protocol 

so that it may support the priority access according 

to different types of traffic
[11]. It has two new 

schemes for wireless access: Enhanced Distributed 

Co-ordination Function (EDCF) and Hybrid Co-ordi-

nation Function (HCF). The wireless access network 

may be subdivided into cells (called Basic Service 

Set or BSS) controlled by a Access Point. These 

cells are connected through Ethernet to extend the 

coverage area. The whole interconnected wireless 

LAN with different cells can be seen as a single 

wireless access network. The 802.11e draft stand-

ard
[11] proposed some interesting schemes and there 

are still some unaddressed issues. These issues are 

likely to be addressed before the draft becomes a 

standard. The MAC layer functions include organ-

ization of the access to the transmission of data on 

the radio link, fragmentation, and packet re-trans-

mission. 

Ⅲ. The proposed AQC scheme

  The proposed AQC scheme is designed to realize 

the scalable end-to-end QoS by supporting dynamic 

resource allocation without excess signaling process. 

The reservation scheme (i.e. RSVP) can be used for 

the wireless access in order to get the per-flow guar-

antees necessary for implementation of some kinds 

of multimedia applications. Meanwhile, the in-

dividual flow signaling and state maintenance will 

not cause serious scalable problems in relatively 

small networks. Also, the DS technique is used in 

core network to provide the service differentiation 

according to traffic aggregations. It may be a low 

overhead scalable solution with the simple forward-

ing treatment. The AQC domain is divided in to 

three parts: two access parts and one transmission 

one. Some mapping mechanisms are needed in the 

borders among them to maintain end-to-end QoS 

guarantees. In order to cooperate with DS tech-

nologies the reservation processing needs to be 

modified somewhat. Within DS core network, reser-

vation messages are processed only on border rout-

ers, which enables to map the access network serv-

ice classes to proper PHBs. Only when they reach 

the receiver's access network, the reservation mes-

sages will be processed again. Thus, this config-

uration maintains the flow based end-to-end feature 

with supporting the scalability from DS model.

3.1 Network model and architecture 

for QoS

  The main components of the AQC scheme are 

mobile terminals (MT), Access Points (AP), Band-

width Broker (BB), Wireless Access Router (WAR), 

and Gateway Router (GR). It is assumed that all 

APs are interconnected to each other with the wire-
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less packet network using IEEE 802.11e wireless ra-

dio techniques. Also, mobile terminals are assumed 

to be reservation-enabled so they can communicate 

the QoS requirements of the applications to the net-

work by using the reservation requests. The mobile 

terminals or the routers are assumed to make DSCP 

marking value. To make the wireless access look 

like "normal" access through wired infrastructure, 

the AQC scheme allows a mobile terminal to get an 

IP address with routing packets to and from this ad-

dress in a way that looks like any other IP networks. 

This can be realized by using DHCP (Dynamic Host 

Configuration Protocol). It can be operated by some 

extended functions of link layer. This address should 

be unique instead of being shared, thus packets can 

be routed to the mobile terminal based purely on an 

assigned local IP address. Figure 3.1 shows the 

overall structure and the main components of AQC 

network model.The wireless access network is de-

signed to meet some requirements as described pre-

vious section. Our scheme adopts IEEE 802.11e
[12] 

standard resulted from some modifications to the 

MAC Layer protocol of the IEEE 802.11 standard. 

  It works by the way that the priority access can 

be given to the medium according to different traffic 

types. The WAR is actually an upgraded DS border 

router with the functions of supporting reservation 

signaling and Service Level Agreement(SLA) mana-

gement. The DS border router is in charge of admis-

sion control, QoS negotiation, and marking DSCP 

for the proper PHBs. To map these service classes 

to DS networks, SLA negotiations are working be-

tween the mobile terminal and the network. The 

WAR gets the information for the SLAs from the 

BB using Common Open Policy Service(COPS) 

protocol.

BB

GR

Acess Point
Acess Point

CR

QoS Control flow

Aplication data flow

          WAN

IP Core Network

WAR

signaling

GR

WAR

signaling

MT1 MT2

Figure 3.1. Adaptive QoS control network architecture 
and main components 

3.2 QoS negotiation and Bandwidth 

Broker function

  The reservation signaling[7] is used to reserve 

bandwidth before data transmission takes place for 

the QoS negotiation between the mobile terminals. 

The reservation takes into account different traffic 

characteristics. Our system is designed to handle out 

three different service classes such as GS, CLS, and 

BE
[5]. The GS is used for data flows with strict con-

straints both in terms of delay and reliability, of 

which applications don't tolerate QoS variations. 

The CLS is used for data flows with the conformed 

streams. The BE offer no QoS guarantees. Reserva-

tion messages will then be transferred to the 

Bandwidth Broker in DS region and data flows will 

be transferred to the border routers. 

  The bandwidth broker as an QoS controller can 

operate so as to propagate the policing and admis-

sion control messages to BR. It is used for accurate 

resources utilization and better provision of 

end-to-end QoS
[12]. The BB stores and propagates to 

the Border Router some informations related to the 

network policy and admission control. Depending on 

the usage model, the SLA management can be han-

dled by periodic broadcasts of the available SLAs. 

Bandwidth Broker can ask for the admission control 

decisions each time the incoming explicit QoS re-

quest happens. SLA management can be very 

dynamic. BB is designed as an overlay network for 

resource management. The overlay network means a 

"virtual" network created on top of existing network. 

It creates architecture of a higher level of abstraction 

to resolve a variety of problems that are very diffi-

cult to deal with at the IP-layer.

3.3 Design of QoS mapping process

  The service request in AQC mode is in the form 

of a flowspec. When this request is transferred from 

the access region to the DS region, this flow-based 

form has to be mapped onto the underlying capa-

bilities of the DS region. Some corresponding func-

tions are needed to perform such kind of mapping: 

admission control and traffic conditioning scheme 

before entering DS region. It can select an appro-

priate PHB in DS region according to the traffic 
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parameters. The BB can perform admission control 

function purely on the base of SLA, with specifying 

QoS parameters such as bandwidth delay and jitter. 

The SLA can work as various policies for the pref-

erential treatment of certain traffic streams. To map 

the incoming traffics at BB with the appropriate 

PHB in DS region, we use the cooperation compo-

nents in the following.

  The EF PHBs is used for mapping the GS traffics 

from the necessary shaping and policing functions, 

which determine whether they are in profile. The 

non-conformed packets will be dropped after shap-

ing process, meanwhile the conformed packets will 

be marked with the appropriate DSCP value. For 

CLS mapping, when the conformed traffic is re-

ceived the access network will forward it with a 

queuing delay smaller than the burst time. Here, the 

burst time is derived from the TSpec. A single class 

can then be divided into several sub-classes accord-

ing to the burst-time and the conforming traffic can 

be queued into them for the desired QoS. Non-con-

formed traffic can be treated as BE without affecting 

the already existing BE traffic. The CLS can be im-

plemented using AF PHB in DS region. At the border 

router, after the shaping process, the incoming traffic 

is classified into four delay classes according to their 

burst time. Each of them is treated by a separate AF 

PHB. Maintaining an aggregate TSpec corresponding 

to each class will be used for admission control. 

  For each AF class, the shaping process performs 

to determine if they are in profile or not. All con-

forming packets are marked with the DSCP value 

corresponding to the mapped AF class with the low-

est Dropping Precedence (DP). Non-conformed 

packets are marked with the DSCP value corre-

sponding to the mapped AF class with the highest 

DP. Thus, the conformed CLS can be carried out ac-

cording to the flowspec, meanwhile the non-con-

formed CLS can be treated as BE packet in access 

network with highest DP value. These mapping im-

plementation is shown in Figure 3.2. 

3.4 Packet Scheduling and Congestion 

control in AQC model

  According to the DSCP values marked, the BA 

Figure 3.2. QoS mapping implementation framework

classifier will classify the packets into three classes 

and maintain them in different queues. So different 

PHBs will be performed to different classes. Here, 

some traffic control mechanisms can be used to ob-

tain better QoS with the efficient network resource 

usages, queue management, and packet scheduling. 

Also, buffer management and packet scheduling 

mechanism are implemented here to organize the or-

der of transmission packets. Based on the analysis of 

various scheduling schemes, the adaptive scheduling 

with both PQ and WFQ is implemented in the pro-

posed AQC as shown in Figure 3.3. As this figure 

shows, a priority scheduler treats EF PHB (GS) 

packets while a weighted fair queueing handles out 

BE PHBs and AF PHB (CLS). PQ scheduler can 

add the smallest delay to the packet forwarding and 

it thus can satisfy the delay-sensitive characteristic. 

Therefore, the proposed AQC scheme can operate 

adaptively according to the three types of traffic 

flows.

  The congestion control of the AQC scheme is 

performed as the following: First, GS packets do not 

need congestion control as they benefit from a PQ 

ensuring router. Associated with a drop of out of 

profile packets, this guarantees without congestion 

will occur in routers of GS queues. Second, CLS 

packets need congestion control function. As the op-

portunistic traffic is admitted to the network and the 

amount of CLS packets cannot be known as a priori, 

the congestion will occur. Here, the Leaky-Bucket 

Token Buffer (LBTB) is selected as the component 

to allow drop of opportunistic packets. 

  The CLS packets will enter a leaky bucket (LB) 

for the regulation of the opportunistic packets. The 

LB is like a FIFO buffer where CLS packets can 

wait the token to begin the standard LBTB 

operations. The CLS packets can be stored in the 
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Figure 3.3. Adaptive scheduling implementation

LB only if this buffer is not full. The LBTB param-

eters can be set consistently with the profile so that 

the packets admitted by the LB can be only 

conformed. The conformed packets are stored in 

high priority queues of the scheduler, while those 

overflowed packets are not discarded and will be 

stored in low priority queue instead.  

Ⅳ. Performance Evaluation

4.1 Simulation model and scenario

  In order to analyze the performance of the AQC 

model, two aspects such as fairness and efficiency 

are considered. Fairness is measured by the received 

bandwidth and efficiency is measured by the average 

delay and throughput. The average delay is the 

queuing delay that a packet encounters in the router. 

Though there also exists the delay jitter defined as 

the difference between the packet delays of two con-

secutive packets we assume that this factor has little 

influence to performance evaluation in this 

simulation. The throughput is measured by the ratio 

of the packets number of the outgoing traffic and 

the incoming traffic. In order to evaluate the per-

formance of proposed scheme, we have carried out 

our simulation with AweSim simulation package 

(version 3.0 by Symix systems, Inc.).

  The network model for simulation is shown in 

Figure 4.1. The interior(core) routers perform the 

DS functions in the AQC model. The traffic flows 

with different QoS requirements are classified into 

GS, CLS, and BE after the QoS negotiation. Before 

entering the core DS network, the border rout-

ers(BR) of DS network prepare to perform admis-

sion control, traffic conditioning and QoS mapping. 

After the traffic conditioning process, the non-con-

formed packets will be dropped. But the conformed 

Figure 4.1. Simulation network model

packets will be marked with appropriate DSCP val-

ues, i.e., EF for GS flows. As mentioned in previous 

section, the GS packets will be forwarded by EF 

PHB, while the CLS packets will be implemented 

by AF PHB. Then the proposed packet scheduling 

scheme will perform at router 1(R1) in order to con-

trol the packet order and the usage of the buffer 

space without congestion. Here, the priority sched-

uler decides the order of outgoing traffic. We will 

investigate this impact on traffic QoS parameters. 

  It is assumed that both the arrival pattern and the 

connection duration have exponential distributions. 

The session transmission rate is set to 4 Mbps and 

the maximum packet length of each session and the 

whole network are set to 1000 bytes. Also, we use 

some values of parameters as follows. Hop number 

is 6, the number of the maximum connections is 8, 

each link has bandwidth of 10Mbps, and the average 

packet generation intervals are 0.3, 0.5, 1.2, 2, and 

5 respectively.

4.2 Simulation Results and discussion

  First, we will evaluate the fairness of the AQC 

model for the bandwidth allocation. It is mapped to 

the link utilization defined as the ratio between the 

sum of all the reserved bandwidth and the sum of 

bandwidth along all the links. The link average uti-

lization is shown in Figure 4.2. Here, the link_GS 

means the link for transmit GS packets and similarly 

the link_CLS means the link for CLS packets. The 

analysis of the difference between link_GS and 

link_CLS gives notice that the minimum difference 

is 16.5% while the largest one is 29.5%. Therefore, 

the results show that the link utilization increases 

with the arrival time for the short, while the link uti-

lization decreases for relatively long arrival time.
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  Next, we'll examine the efficiency of AQC model 

measured by the delay performance and throughput. 

First, we will examine the average delay of each 

node for GS packets and CLS packets respectively. 

Two packet scheduling schemes are implemented by 

using both the priority scheduling and the fair 

scheduling. Then the average delay of the AQC 

scheme with priority queuing is examined by classi-

fying as two priority classes: class I and class II. 

Also, the end-to-end delays resulted from the AQC 

with priority queuing are compared with the values 

for the case with fair scheduling. Packets are as-

sumed to arrive at the corresponding queues accord-

ing to independent Poisson process with various 

rates. The service times of class i packets are in-

dependent, identically distributed, and stochastic 

variables. In the simulation work, AQC and FQ 

functions are implemented respectively at router 1 

(R1). The QoS parameters are compared between 

two kinds of routers such as the router with PQ 

scheduling and the other router. Figure 4.3 shows 

the average delay of each router for CLS packets. 

This results show the difference between AQC and 

FQ for CLS packets implemented by AF PHB. The 

end-to-end delays with AQC and FQ are showed in 

Figure 4.4. When the arrival duration is very short 

and the traffic density is heightened, AQC perform-

ance is much greater than FQ performance. With in-

creasing the arrival time and the traffic density is 

lightened, the AQC performance may degrade.

  Figure 4.5 shows the throughput comparison of 

AQC and FQ. These simulation results make clear 

that the throughput performance of AQC is better 

than FQ. When the arrival duration is very short and 

the traffic density is heightened, the packet loss of 
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AQC performance approximate close to zero, thus 

for real-time traffic, AQC scheduling can meet the 

near-zero packet loss probability. Figure 4.6 shows 
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total packet loss of AQC and FQ respectively. These 

simulation results show that AQC scheduling per-

forms very well for real time traffic on two aspects: 

the delay performance and the packet loss perfor-

mance. Thus the efficiency characteristics of AQC 

model has been validated. Therefore, it may be con-

sidered as design idea that FQ may be used for a 

scheduler for CLS packets. However, after this 

scheduling process, GS packets must be scheduled 

by a priority scheduling. This design idea considers 

that GS packets requires absolute bounded delay and 

zero packet loss, meanwhile CLS and BE packets 

are not so sensitive to delay but required low packet 

loss.

Ⅴ. Conclusion 

  The major characteristics of the next generation 

networks can be described as the open IP enabled 

services and applications, the single consistent multi-

media network infrastructure, the multimedia service 

with high quality of service, and finally the access 

technology independence. Such kinds of system will 

have to incorporate a wide range of radio access 

technologies to provide seamless service for users 

with high mobility and support high throughput. 

This paper has focused on the QoS provision prob-

lem in wireless access network. Here, an AQC mod-

el was proposed under consideration of efficiency, 

fairness and scalability. Also, the efficient queue 

management scheme was introduced for QoS 

provision. The proposed AQC scheme is to classify 

all the traffics into different types and then accord-

ingly treat them differently as performed in DS 

model. To realize the efficiency in AQC model, the 

reservation scheme can be used to negotiate QoS re-

quirements between mobile users. Also, the behavior 

aggregation based scheme is used for the purpose of 

fairness. The simulation results show that the pro-

posed AQC model with priority scheduling scheme 

can perform very well by providing the short delay 

and near-zero packet loss. Thus it can meet the QoS 

requirements of GS packets. For CLS packets and 

Background packets, the AQC scheme can provide 

high throughput, but the delay performance may be 

a little less than the FQ performance. Therefore, GS 

packets are scheduled by a priority scheduling from 

the idea that GS packets require absolute bounded 

delay and zero packet loss, while CLS and 

Background packets are not so sensitive to delay but 

required low packet loss.

  For the further study, we will devote to the re-

search of more efficient traffic management mecha-

nisms to cooperate with next generation networks in-

cluding the extension of the service coverage area. 
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