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ABSTRACT

In this paper, we derive the gain of network coding when it is utilized for retransmission in wireless
networks. To the end, we derive the outage probability of the network-coded transmission and express the
diversity order as a function of the number of nodes and the node’s listening probability. From the outage
probability, we formulate the €-outage capacity. The network-coding gain is the ratio of the €-outage capacities
between network-coded and non-coded transmissions. Under our system model, we find that the network-coding

gain is a function of the diversity order. Moreover, when there are infinitely many nodes, we show that the

network coding gain approaches 0.25¢ L

I. Introduction

There are many obstacles that prevent reliable
wireless communications, which limit the system
performance severely. On the other hand, people
have started to exploit the characteristics of

wireless communications, a representative example

being the use of broadcasting. Wireless signals
propagate in all directions, and nodes within the
transmission range can overhear the signal. Such
a phenomenon enables each node to transmit its
signal in multiple destinations.

A protocol that utilizes the broadcasting
characteristics is network coding[1]. The idea of
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network coding was motivated by the opportunity
to enhance the throughput of multicast wired
network [2], [3]. Since then, researchers have
tried to quantify the gain of network coding in
wireless networks. In two studies [4] and [5], the
authors calculated the diversity order of network
coding in a two-way relay channel. In [6], the
authors proposed a network-coded cooperation
scheme and numerically showed the superiority of
network coding over repetition or space-time
coded transmission schemes. In [7] and [8], the
authors analyzed the throughput of network-coded
ALOHA scheme in a two-hop relay system and
compared it to the slotted ALOHA scheme. In
[9], Katti et al. suggested practical protocols that
implement network coding in real wireless
networks. In [10], Hwang and Kim analyzed the
performance of the network coding in CSMA/CA
based wireless networks.

In most earlier works in this area, wireless
network coding is utilized to save transmission
time slots [9], [10] or to distribute large content
files to multiple nodes [11]. On the other hand,
network coding can be combined  with
retransmission (e.g., ARQ). Two papers, [12] and
[13], dealt with this issue with one source and n
destinations. In [12], the authors showed that the
gain when using network-coded retransmission
increases with the number of nodes. The authors
in [13] proved that the expected number of
retransmissions scales down on the order of
©(logn) by network coding.

The main purpose of this paper is to derive
the gain of network coding, when it is used for
retransmissions. Compared to earlier work [11]
and [12], we take into account the outage
probability requirement as a constraint. To this
end, we start by deriving the outage performance
of the network-coded system and then analyzing
the diversity order as a function of the number of
nodes. In [14], the authors proved that the
maximum diversity order of a network-coded
retransmission is m + 1, where m is the number

of nodes. However, we find that the maximum

diversity order is achieved only when full
overhearing arises, in which all nodes should take
part in overhearing the transmitted signal. On the
other hand, if a node can choose whether or not
to listen, the diversity order is reduced to 2.
From the outage probability, we analyze the €
-outage capacity, the maximum achievable
throughput guaranteeing the e-outage probability.
The network-coding gain is defined as the ratio
of the e-outage capacity between network-coded
and non-coded transmissions. We derive upper
and lower bounds of the network-coding gain.
We find that the upper bound is a function of
the number of nodes and the outage probability
constraint €. Moreover, as the number of nodes
increases, the upper bound finally converges to
0.25/€¢. On the other hand, the lower bound is
1/2.

The rest of this paper is organized as follows:
In Section II, our system model is introduced. In
Section III, we derive the outage probability,
diversity order and the gain of network-coded
transmissions. Finally, we conclude the paper in
Section IV.

II. Introduction

Consider a wireless network with m active
nodes, from /N, to /V,, and one terminal 7D
We assume a single-frequency radio network,
where each node shares a common channel.
Nodes cannot transmit and receive packets
simultaneously. The system is time-slotted, in
which a slot is allocated to one node at a time
and where nodes access the wireless channel one
after another. The size of one packet is & bits.

We focus on two consecutive time units, ¢ and

1) The model is interpreted as the wireless system in
which multiple nodes try to transmit their information
to one destination.

465

www.dbpia.co.kr



—= : Direct Tx (( ))
- -3 - Overhearing

X: cannot be decoded

0 : decoded without error

~
ETEREN NS ) "
o N \\ ! /, +
\\ ~ Q -
ATV §§_!
v [l o]

Fig. 1. An example of network-coded tran smissions (1M = 3)
at the first time unit ¢. Each node transmits its packet to Terminal

T’ (solid lines). When one node transmits, the others decide
whether or not to overhear the signal according to the listening

probability L, (dotted lines). Even if they overhear the signal

according to the L P, it cannot be decoded when the channel
condition is poor. Packets decoded without errors are stored in the
buffer individually.

t+ 1. Within each time wunit, all m nodes
transmit to 7" in a TDMA pattern. Figures 1 and
2 illustrate an example of a network-coded
transmission for two consecutive times t and
t+ 1. During the first time slot ¢, a node
(excluding the transmitting node)
jE{Nl,..., m,T} receives

y; ;[t] = b, [t [t] +n, ;[t], 1)

i,]‘[t], xl[t] and ni,j[t] denote the

where h
channel coefficient, the signal and the noise from
transmitter ¢. We assume that every distance
between any two nodes is identical to one and
the term |h; j[tHQ is exponentially distributed

with a mean of 1. The noise n; j[t] is AWGN

with N(O,NO). Whether each node in
{N 1o IV, } (except thetransmitting  node)
overhears the transmitted packet or mnot is
determined by the listening probability L P. Each
node decides to listen to the signal with
probability L P and to shut down with probability
1—LP. Even if one node
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Fig. 2. An example of network-coded transmissions
(m = 3) at the second time unit £ + 1. The random coding
vectors for each nodes are [al,ag,a3], [bl,b2,1)3] and

[01,62,03]. Each node generates a random network-coded

packet and transmits it to 7" The terminal 7 constructs a set
of linear equations, which is solvable when the rank of the C
matrix is three (7).

decides to overhear the signal with probability
LP, the transmitted signal cannot be decoded due
to the poor channel condition. If nodes decode
the overheard packet without errors, they will
store it in their buffers.

In the second time unit ¢+ 1, each node
retransmits multiple received packets
simultaneously by utilizing the network coding.
The node, jE{Nl,...,Nm} linearly combines
the decoded packets and its own transmitted
packet in time unit { using a random coding
vector [13]. The random coding vectors of all
nodes are obtained from a finite Galois field
GF(v) of the order v. In the header of the
coded packet, the reception results at time ¢ and
the index of the random coding vector are
contained. Then, each node transmits the
network-coded packets to terminal node 7.
Terminal node 7' constructs a linear equation,
which is represented by a 2m by m matrix C,
composed of ones, zeros and the coefficients of
the random coding vectors. In the matrix, the first
m lows are for the direct transmissions at time
unit ¢, constituting a m by m diagonal

sub-matrix, in which the diagonal elements are

www.dbpia.co.kr
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either zero (error) or one (success) depending on
reception results at time slot ¢. The last m lows
are for the network-coded transmission at time
t+ 1, where the elements are zero (etror) or the
coefficient of the random coding vectors (success)
depending on overheard results of each node at
time ¢, which are contained in each header and
the reception results at time £+ 1. Let us define
[al,aQ,ag], [b15627b3] and [01,02,03] as the
random coding vectors of /N;, /N, and NV; in
Figure 2. The following equation denotes the C

matrix of the example shown in Figures 1 and 2:

[ 000 ] 0
000 0
001 |[7ilt] w5 [t]
a0 0| |%lt]|= a,z; [t]
by by 0 w5 1] by [t]+ by, [t]
70 CQ 03_ _CQCC2 [t]+63$3[t]_

The terminal 7" obtains packets from
{Nl,...,]\fm} by solving linear equations, when
the matrix (' has the full rank. Otherwise, a
system outage occurs. In other words, a system
outage occurs when an un-decoded packet exists.

It is known that the network coding enhances
the network capacity by reducing the number of
transmissions [9], [10]. In our system, however,
the number of transmissions rather increases
because network coding is utilized for error
recovery. Errors that may occur during a direct
transmission at time ¢ are recovered by the

network-coded transmission at time ¢+ 1.

Il. OUTAGE PROBABILITY ANALYSIS
OF NETWORK-CODED TRANSMISSION

3.1. System Outage Probability
Let us define the link success probability, p,
as the probability that a transmission is successful

given the target data rate FA:

1
o 2 ] )
= €exXp SNR |’ 2)

where the term 1/2 represents the time delay by
two transmissions and S/NVR  denotes the
transmission power divided by the average

received noise power V.

Let us assume that the order v of GF(v) is
high enough so that each row in C s
independent according to the results in an earlier
study [14]. With this assumption, a system outage
does not occur when there are at least m
non-zero rows and there is no zero column in C.
The outage
Pout(m,LP,p)z Prrank(C)< m]
derived by f(kin,p) and Flkin,p), the
probability mass function (PMF) and the

probability

can be

cumulative distribution function (CDF) of a

binomial distribution with parameters k, n and
p:

Pout(vapvp): Hm_ 1;2m,p)

2m m m—1

+ 3 Y Y famp)fGm—i1—(1—LP « p))

k=mi=k—mj=0
. L+ i m—k+i
(= ismop)= (9 o pm i)

©)

The exact derivation of the outage probability (3)
is in Appendix.

From numerical results, we find that the outage
probability can be approximated by the CDF of
the binomial distribution £(m — 1;2m,p) when
LP is one. Futhermore, when S/NR is high
enough (p =~ 1), the CDF is approximated as

follows:

Flm—1;2m,p)~= f(m—1;2m,p)
_ (m2T1)(1 _p)m+]

“
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Fig. 3. The outage probability of network-coded transmission

when there are various nodes (2 < m < 9) in the system.
Solid lines here denote the exact outage probabilities and the
dotted lines are the approximated outage probabilities (4).

3.2. Diversity Order of a Network-Coded
Transmission
In [15], the authors defined the diversity order
as a measure how fast the outage probability
decreases when the S/VR is high enough:

. logQPout(m,LP,p)
d=— lim
SNR—co log,SNR

®)

The diversity order is determined by the
dominant SNR order of the outage probability.

We make the following proposition:

Proposition 1. With full overhearing (LP = 1),
the diversity order of the network-coded
transmission is m + 1.

Proof. See Appendix.

Fig. 3 shows the outage probabilities of the
network-coded transmissions when L P is one. In
the figure, the outage performance improves when
m increases. In particular, we see that the slope
of each curve is m+ 1. The diversity order is
determined by the number of related links. The
maximum number of links related to one packet

is m+1 (two direct transmissions and m — 1
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Fig. 4. The outage probability of an opportunistic
network-coded transmission when L /P varies from O to 1

(m=15)

network-coded transmissions). Our next question

is how the diversity order is affected by LP.

Proposition 2. The diversity order of the
network-coded transmission is 2 except for the
full overhearing mode (LFP = 1).

Proof. See Appendix.

Figure 4 shows how the outage probabilities
when LP varies between zero and one. This
figure shows that the diversity order of the full
overhearing mode (LP=1) is m+ 1, whereas
for the others it is two. When L/F is less than
one, one packet on average receives an amount of
help, represented by (m — 1)LP from the others.
Some nodes may receive more than
(m—1)LP while others may receive less than
(m—1)LP. That is, one node is likely not to
receive any help from the others. Such a node
has bad influence on the system outage
probability, as those packets have only two
related links.

3.3. The Gain of the Network-Coded
Transmission

One (question concerns whether utilizing

www.dbpia.co.kr
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network coding is beneficial even though there is
time-consuming caused by the two-phase
transmissions (See Figures 1 and 2). To this end,
we introduce the e€-outage capacity [16], the
maximum transmission rate /A  under the

constraint that outage probability is less than e:

C.(m,LP,e)= max{R:p,,,(m,LP,p)< €}
(6)

To analyze the e-outage capacity, we utilize
the approximated outage probability of (4). The
condition that the outage probability (4) satisfies

the outage constraint € is:

)

We can find a sufficient condition of the target

rate /¢, which satisfies the e-outage capacity
from (2) and (7):

R< %bg 1—SNRIn|1— ..

Hence, €  outage-capacity of the full

overhearing mode, C.(1m,1,¢) of (6) is:

C’E(m,l,e)zélog 1_SNR1n 1_m+1

©

Note that the € outage-capacity of the direct

transmission Cd(e) is:

Cy(e)=log,[1— SNRIn(1—¢)]
(10)

From (9) and (10), we make the following
definition.

Definition 1.  (Network-coding  gain)  The
network-coding gain is the ratio between the €
-outage capacity of  network-coded and direct

transmissions:

C.(m,1,€)
Od(G)

€

10g2 1 - SNRIH 1 T mt1

2 log, [1— SNRIn(1—¢)]
(11)

1
The term 5 in (11) represents the time loss due

to the network-coded retransmissions. In the
following  proposition, we find that the
network-coding gain G (11) is a function of the
number of nodes m and the outage probability

constraint €. The proof is in Appendix.

Proposition 3. The upper bound of the

network-coding gain G are:

1 Ve 1)
( 2m ) €

m—1

As the number of nodes m increases, it

asymptotically converges to 0.25¢ !, On the

1
other hand, the asymptotic lower bound is —.

2

Figures 5 and 6 show the network-coding gain
G (11). When the quality of each wireless link
is bad (low SNR), there is a significant gain
even though the network-coded retransmission
needs the twice of slots. In the direct
transmission, the performance depends on each
individual link. In the network-coded transmission,
even when one node fails to transmit its packet,
the others deliver it instead. When SNR
becomes  high, on the other hand, the

network-coded retransmissions cannot improve the
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Fig. 5. The network-coding gain as a function of ™

performance of the system (G is less than one).
Without help from network coding, the quality of
each direct link is good enough to decode the its
packet without error.

According to Proposition 3, given the outage
probability constraint €, the upper-bound of
network-coding gain (12) is a non-decreasing
function of the number of nodes m (see Figure
5). As m increases, the maximum diversity order
increases (Proposition 1). Due to the enhanced
diversity order, terminal 7' can decode more
packets and the system outage probability is
reduced.

The outage probability constraint € is another
factor to explain the gain of network coding. The
tighter the outage constraint is, the larger the
network-coding gain is (See Figure 6). Due to the
diversity effect, the network-coded system can
achieve the outage probability requirement more

easily than the direct transmissions.
IV. Concluding Remarks

In this paper, we utilized the network coding
as a retransmission scheme for a random wireless
network. To quantify the merit of the
retransmission scheme, we defined the
network-coding gain (G as a measure how much
network coding enhances the capacity of the
wireless network for a given outage constraint.

We derive theoretical upper and lower bounds of

410
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o
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Network coding gain G
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Fig. 6. The network-coding gain as function of €

the network-coding gain . Moreover, we found

that (3 approaches to 0.25¢ ', where the outage
probability is less than € and there are infinite
nodes employing network coding. Despite the fact
that network coding uses additional time resource,
it can enhance the capacity by recovering errors
efficiently.

Fig. 7. A graphical presentation of the ' matrix
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V. Appendix

5.1. Derivation of the outage probability of a
network-coded transmission

Within two consecutive units, there are 2m
transmissions, out of which let us assume £k
transmissions are successfully received by the
terminal, 7. A necessary condition for the rank
to be smaller than m is that & must not be less
than m. This probability can be expressed by the
CDF of the binomial distribution:

Flm—1;2m,p) (13)

Given m < k< 2m, the full rank is
achievable when there is no zero column in C.
Figure 7 is a graphical presentation of the C
matrix. Let us consider the last m rows in the
C' matrix. The event during which there are ¢
successful transmissions in the second time unit,
t+ 1, is equivalent to the event in which there
are at least ¢ non-zero columns in (' (darkest
box), as each transmission contains own packet
with no overlap as regards any other
transmissions in the second time slot. Due to the
network-coding operation, these ¢ transmissions
can create additional non-zero columns. We
denote a as the number of additional non-zero

columns (light dark box).

flim,p)f(azm—i,1—(1—LP « p)')
(14)

When at least one of the m — ¢ — a remaining
columns is zero, the (' matrix is not a full-rank
matrix. Because there are k— 17 successful

transmissions in the first time unit, there are
( fo— 2) cases for the first time unit. The number

of cases containing the remaining m—i—a

columns is as follows:

(km—(m—i—a) ):( ita )

—i—(m—i—a) k—m-+a (3)

Therefore, the probability C' does not have the

full rank is:

{(kﬂ—lz)_ (k_z;;i_ a)}pk_i(l_p)m—kuri

(16)

The overall outage probability is obtained by
multiplying (15) and (16) and adding the product
to (14).

5.2. Proof of Proposition 1
Using the Taylor series extension, the link

success probability (2) p is rewritten as follows:

2~ +olsNrR™Y) 17)

Using (17), the approximated outage probability
(4) is expressed by

m+1

(18

( om )(A2”—1
m—1\""SNR

Therefore, the diversity order of the full

overhearing mode is derived as

C, —log, SNR™ !

d=- Sz\lfgzloo IOgQSNR
. log,SNR
= S]\l]giloo(m"i‘ 1)@2 m+ 1,
(19)

where () is logg[(nle){A(Qm_l)}mﬂ .

5.3. Proof of Proposition 2
In the high-SNR regime, the outage probability
(3) with opportunistic listening (0 < LP < 1) is

approximated as follows:

4n
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k=mi=k—ma=0

{i—-(—zPy}'(—pym*

(20)

where C is

R S PR | R

dominant order of the first term is m + 1. In the
second term, when k= 2m — 2, the dominant
order is 2. Therefore, the diversity order of

P . (m,LPp) is 2.

out

5.4. Proof of Proposition 3
For small €, the asymptotic network-coding

gain G (11) can be expressed as follows:

1 €
Elog2 1+ SNR. W
m—1

G~ log, [1+ SNRe]

@D

At small SNVR, the network-coding gain is

approximated as follows:

When the number of nodes m increases to
infinity, (22) converges to 0.25¢ ! On the other
hand, when S/VR becomes higher, the network
coding gain G is:

1 €
Elogz(SNR)-l—logg m1 (Tm)
m—1

G= log,(SNR)+ log,e

(23)
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