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Fast Image Stitching For Video Stabilization Using Sift 

Feature Points
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Abstract

Video Stabilization For Vehicular Applications Is An Important Method Of Removing Unwanted Shaky 

Motions From Unstable Videos. In This Paper, An Improved Video Stabilization Method With Image Stitching 

Has Been Proposed. Scale Invariant Feature Transform (Sift) Matching Is Used To Calculate The New Position 

Of The Points In Next Frame. Image Stitching Is Done In Every Frame To Get Stabilized Frames To Provide 

Stable Video As Well As A Better Understanding Of The Previous Frame’S Position And Show The 

Surrounding Objects Together. The Computational Complexity Of Sift (Scale-Invariant Feature Transform) Is 

Reduced By Reducing The Sift Descriptors Size And Resticting The Number Of Keypints To Be Extracted. 

Also, A Modified Matching Procedure Is Proposed To Improve The Accuracy Of The Stabilization.
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Ⅰ. Introduction

Video stabilization for vehicular applications is 

one of the most discussed topics for many years. 

Most of the papers related to video stabilization 

concentrate only on shaky videos generated from 

hand-held devices. However this research is mainly 

focused on videos generated from in-vehicle camera 

for various event detection during driving so that it 

can be used in a car app such as Google’s Waze. 

Also, this algorithm can be used to stabilize any 

kind of unstable video. The videos generated from 

in-vehicle camera have several motions and they are 

very uncertain, which can be removed by the 

proposed algorithm. In addition, as the stabilization 

is done by stitching frames together, it is easy to 

know the surroundings of the vehicle. The 

traditional video stabilization algorithms outputs only 

the transformed next frame according to the previous 

frame, but the proposed algorithm will output the 

stabilized current frame stitched with all other 

previous frames.

Video Stabilization techniques have been studied 

in several ways with different pros and cons. In 

early days, ‘block matching’ was used to estimate 

local motion and remove unwanted motions
[1-4]. 

Those algorithms mostly gives good results but 

sometimes get misled by any moving objects 

presents in the un-stable video. Because of the 

moving objects wrong motions are estimated and 

those wrong estimations results into incorrect wrong 

stabilized video.

www.dbpia.co.kr



The Journal of Korea Information and Communications Society '14-10 Vol.39C No.10

958

Other important techniques are feature based 

video stabilization. Those approaches mainly have 

three stages: motion estimation, motion filtering, and 

image composition. For motion filtering several 

filters have been used, Kalman filtering
[5], Gaussian 

filtering[6], Motion Vector Integration (MVI) with 

adaptive damping coefficient
[7,8]. However, those 

algorithms are computationally intensive as the 

filtering needs to be done in every frame.

The proposed algorithm presents a method which 

uses image stitching to perform video stabilization.
[9] 

SIFT features are extracted in the current frame and 

matched with the next frame to know the new 

position of the same points. A homography matrix 

with RANSAC algorithm is estimated to determine 

the translation and rotation of the points more 

efficiently from current frame to next frame. The 

SIFT feature points of next frame is transformed 

according to the homography matrix and then the 

transformed next frame is stitched with the current 

frame to get the stabilized frame.

Matching results directly effects on the 

homography matrix calculation, so it very important 

to calculate the correct corresponding matches to 

improve the accuracy of the stabilization. In this 

paper, matching procedure is also improved by 

checking the keypoints frame wise displacement in 

this paper to enhance the quality of the video 

stabilization. Several methods have been used 

previously to improve the matching results 
[13,18].

The computational complexity of the algorithm is 

reduced by reducing the dimension of the SIFT 

descriptor and by restricting the numbers of keypoint 

to be extracted and to be matched. Several research 

also have been done to reduce the SIFT complexity. 

In Paper
[17], the complexity is reduced by removing 

the rotation invariance of SIFT assuming the point 

for image is relatively stable. In [16], another 

approach of reducing SIFT computation has given, 

but the result shows , the proposed algorithm has 

much better result than Zhu Qidan and Li Ke’s 

approach.

The paper is organized in following sections- Sec. 

II.1: Details of SIFT feature points II.2: Feature 

points matching, Sec. II.3: Homography matrix 

calculations, Sec. III: Image Transformations and 

Stitching for Stabilization, Sec. IV: Matching 

Improvement Sec. V.1: Modified SIFT descriptor , 

Sec. V.2: Region-based Keypoints extraction, Sec. 

VI:  Experimental results and Sec. VII: Conclusions 

from the study. [fig. 1] shows an overflow of the 

proposed algorithm.

Ⅱ. Previous Works

In this part a brief descriptions of SIFT feature 

points, feature points matching and homography 

matrix is given and how they are used in the 

proposed algorithm, to better understand the whole 

flow of the algorithm.

2.1 SIFT Feature Points
The Scale Invariant Feature Transform (SIFT)[9] is 

a method of transforming image data into scale 

invariant feature points. These keypoints are robust 

to scale changes, rotation, illumination variations 

and viewpoint changes. SIFT feature points detects 

the dominant gradient orientation at every location 

and records that according to its orientation to the 

histogram bin. Since SIFT features are invariant of 

rotation and scale the proposed algorithm can also 

make stabilized frames with orientation variations 

[see fig. 8 & fig. 10]

The SIFT keypoint descriptors, which gives 

unique information about the surroundings is very 

useful for accurate feature matching. The descriptor 

is a vector is combination of orientation histograms. 

A 8 bin histogram are used and a patch around the 

feature is split into separate 4x4 region each has its 

own orientation histogram, so the descriptor is a 128 

dimensional vector(8x4x4).

The proposed algorithm uses a smaller vector for 

SIFT descriptor, which consist of 2x2 window 

around every pixel and a 6 bin histogram to 

represent the local gradient for each pixel, so the 

descriptors dimension becomes 24(2x2x6), which 

makes the algorithm much faster and gives similar 

matching results with the original 128 dimensional 

descriptor. 

A restriction is applied in the number of the 
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Fig. 1. Algorithm overflow

Fig. 2. Brute-Force Matcher with cross checking

keypoints to be extract in every frame by 200 to 

reduce the computational complexity. Experiments 

have been done with different numbers of 

keypointsin various types of videos; all of them gave 

satisfying results with 200 keypoints

2.2 Feature Points matching
Feature points matching needs to be done in order 

to know the corresponding keypoints in next frame 

and also to know the new positions of the feature 

points from current frame to next frame. In the 

proposed algorithm SIFT feature point’s descriptors 

matching is done by Brute-Force Matcher. The aim 

is to make the matching results as good as possible. 

This method gives better result than the ration test 

proposed by D.Lowe
[10]

. In this method a Knn(k==1) 

Matching is done in both the waysi.eKnnMatch 

(img1, img2) and KnnMatch (img2, img1) and it 

returns only those pairs (i,j) such that for i-th query 

descriptor, the j-th descriptor is in the matcher’s 

collection is the nearest for img1 to img2 and vice 

versa [fig. 2].

2.3 Homography Matrix with RANSAC
Homography is a mathematicalterm for mapping 

points from one surface to other surface. In 

computer vision, homography almostalways refers to 

mapping points between two image planes that 

correspond to the same location on a planar object 

in the real world 
[14]. Here, homography is a 3 by 

3 matrix, which can give information’s about image 

translations and rotation. To find such information 

between current frame and next frame a 

homography matrix is estimated. If F1 and F2 are 

points from frame1 and frame2 correspondingly then 

the homography matrix (H) between them can be 

represented by-

[F1]=H*[F2] (1)

If two images are related by a homography, it is 

possible to transform image points from one image 

to other, once the matrix is estimated. In order to 

get correct and stable transformed image, it has to 

be ensured that the homography matrix is estimated 

with good matched points only. Otherwise the 

estimated homography matrix will be wrong, which 

will affect the transformed image. However, in 

practical, it is difficult to guarantee that the SIFT 

point matching with descriptor information will 

return perfect results. If the frames are not stitched 

properly, the output stabilized frame will be 

incorrect. So, to estimate a robust homography 

matrix RANdomSAmple Consensus (RANSAC) 

method had been implemented in the proposed 

algorithm.

The RANSAC algorithm aims at estimating a 

given mathematical entity from a data set that may 

contain a number of outliers. The idea is to 

randomly select some data points from the whole 

data set and perform the estimation only with the 

randomly selected data points. The number of 

randomly selected points should be the minimum 

number of point’s requires estimating the 

mathematical entry
[12]. In case of homography matrix 

we need minimum 4 pairs of points i.e four SIFT 

feature points from current frame and 4 feature from 

the next frame whose descriptors matches. Initially, 

www.dbpia.co.kr



The Journal of Korea Information and Communications Society '14-10 Vol.39C No.10

960

Fig. 4. SIFT matching between current_frame and 
next_frame

homography matrix is estimated with those 

randomly selected 4 matches. All the other matches 

in the match set are tested against the epipolar 

constraint that derives from the matrix. The matches 

which fulfils the constrains forms the support set 

(‘inliers’) of the homogrpgy matrix. The larger the 

support set is the probability of getting the 

homography matrix exactly increases. If one or more 

randomly selected matches are wrong, the support 

set size will decrease and the estimates homography 

matrix will also be wrong. The aim is to get a large 

set of inliers. RASAC algorithm is summarized at 

[fig. 3]
[15].

a. Select four matches(randomly),

b. Compute homography H,

c. Keep largest set of inliers,

d. Go to step a,

e. Re-compute H estimate with all the inliers.

Fig. 3. RANSAC algorithm

Ⅲ. Frames Transformations and Stitching 
for Stabilization

As mentioned earlier once the homography matrix 

is estimated the image points from the next_frame 

can be transformed according to the current_frame’s 

view point. Also, it is possible to transform all the 

pixels of the next_frame according to the 

current_frame, even for those pixels which falls 

outside the current_frame’s boundaries. Suppose the 

next_frame shows a portion of the scene that is not 

visible in the current_frame, then it is possible to 

transform those parts of the next_frame according to 

current_frames view point using the information of 

homography matrix and the pixels colour value of 

that part of the image.The whole procedure with 

some examples are explained step by step from the 

next paragraph-

Step1 : Keypoints in current_frame(Kpt1) and 

next_frame(Kpt2) are extracted. Keypoints matching 

is done [fig. 4]. Say, points in current_frame and 

next_frame after matching are (Xc,Yc) and (Xn,Yn). 

A homography matrix H(3x3) is calculated between 

(Xc,Yc) and (Xn,Yn) using equation (1)

Step2 : A new blank output image of size S is 

created [fig. 5]. At first thecurrent_frame is copied 

in the (0, 0) location.

Fig. 5. Created initial output image for stabilization

Step3 : Next_frame is transformed [fig. 6] 

according to the H matrix. Size of the transformed 

image is same as the output image, S. Pixel value 

of every pixel in the transformed image can be 

calculated by the equation (2), where H11, H12, 

H13, …, H33 are the 9 element of the H matrix.

  







  (2)

For example, the pixel value at (1, 2) point in 

transformed image can be calculated with the 

H










  
  
  

. Pixel value at (1,2)= pixel value 

atnext_frame(


,


)= pixel 

value at next_frame(5,6).

Step4 : P1’(X1,Y1), P2’(X2,Y2), P3’(X3,Y3), 

P4’(X4,Y4) points in the transformed image can be 
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Fig. 6. Transformed next_frame according to homography 
matrix

Fig. 7. (a) Previous output image, the arrow line shows 
where the bounding part of P1’, P2’, P3’, P4’ will go in 
the output image, (b) the bounding part to be copied from 
transformed image to previous output

Fig. 7. (c) Created new output image

Fig. 7. (a), (b), (c): Stitching transformed frames together 
for stabilization

similarly calculated by the following equation(3)-

 ′ ′   








  
  
  

 (3)

Where, (X’,Y’) are the points in transformed 

image and (X,Y) are the points in next_frame.  For 

example, if the next _frame is of size 640*360 

before transformation  then the corner points of 

next_frame P1,P2,P3,P4 are (0,0),(640,0),(640,360), 

(0,360) accordingly before transformation. Now, if 

thehomography matrix is H










  
  
  

, then the corner 

points in the transformed image are-

 ′ 







 ′ 
 ′ 







 ′ 
 ′ 







 ′ 


 ′ 







 ′ 

Step5 : Now to stitch the transformed next_frame 

[fig. 6] with the output image [fig. 5], the bounding 

part of transformed corner points,P1’(2,3), 

P2’(642,1283), P3’(1002,1643) and  P4’(362,363), 

calculated in step4is copied from the transformed 

image to the output image at the same position as 

shown in the [fig. 7(a), fig. 7(b) and fig. 7(c)].

Step6 : New next _frame is grabbed. Keypoints 

are only extracted in new next_frame, as previous 

Next_frame becomes current_frame and Kpt1=Kpt2. 

Keypoints matching is done, (Xc,Yc) and (Xn,Yn) 

are the matched point. As mentioned earlier in 

equation (2), new position of (Xc,Yc) in the output 

image are calculated in similar way. Say, the new 

position of (Xc,Yc) are (Xt,Yt). Now the 

homography matrix will be calculated between 

(Xt,Yt) and (Xn,Yn), in order to know the 

next_frames position according to the output image.

Step7 : If current_frame is not last_frame go to 

step3.

[fig. 8] shows transformation results of 

next_frame according to current_frame using 

homograpy matrix. After the transformed next frame 

is calculated it is stitched with the curre_frame to 

get a stabilized frame from the same view point. In 

the proposed algorithm, a blank frame of size 

2*frame_size was created to show the stabilized 

output frame. Initially first frame is copied to the 

blank output image as described in step2. And In 

next every iteration transformed frame is estimated. 

From the transformed image [fig. 8, (C)] only the 

colour part removing the black part is copied to the 

output image. The algorithm continues until there is 

no more next_frames available in the video. Result 
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(a) Current_frame

  

(b) next_frame

(c) Transformed image

Fig. 8. Transforming next frame according to current_frame

Fig. 10. modified descriptor vector

of the stabilization algorithm is shown in [fig. 9].

Ⅳ. Matching Improvement

For perfect image stitching it is very important to 

have an accurate homography matrix. And, the 

estimation of homography matrix is directly related 

to the matched keypoint. So it is very important that 

the matching set have correct matches as much as 

possible. To further remove the incorrect matches 

the area to search the correspondences in the next 

frames is restricted with in some specified area. This 

is possible as the algorithm deals with video frames 

and frame to frame displacement is very less in 

video. Different researches also have been done to 

improve the matching procedure
[13,18,19].

Suppose the pixel value of a keypoints in the 

current_frame is (x1,y1) and correspondence 

keypoint for that point after initial matching is 

(x2,y2), then this matching will be considered as a 

correct match only if the keypoint in next frame(x2, 

y2) is present around the area where it was in the 

current frame. To do so, at first minimum 

displacement according to x-axis and y-axis 

(x_min_dis, y_min_dist) from current frame to next 

frame is calculated at every iteration. Now for every 

initial matched keypoints the displacement in x axis 

(|x1-x2|) and y axis (|y1-y2|) are calculated and 

checked with the equation (4). Assuming all the 

keypoints in initial match have minimum 

displacement then total average minimum 

displacement for all initial match would be 

(initial_match_size* (min_dist_x+min_dist_y)).

(|x1-x2|)+(|y1-y2|)

<(initial_match_size*(min_dist_x+min_dist_y)) (4)

Fig. 9. Removing incorrect matches by proposed approach

Ⅴ. Complexity Reduction

To reduce the computational complexity of the 

algorithm, atfist SIFT descriptor vectors dimention is 

reduced and then the number of keypoints to be 

extracted in every frame is restricted.

5.1 Modified SIFT Descriptor
The descriptor vector of traditional SIFT[10] is a 

combination of orientation histograms. An 8 

binhistogram is used and a patch around the feature 

point is split into separate 4x4 regions. Each has its 

own orientation histogram, so the descriptor is a 128 

dimensional vector (8x4x4)
[10]. As the algorithm 

deals with video frames and corresponding frames 

have similar information, so it is sufficient to use a 

smaller descriptor vector to keep information. Here, 

rather than using 4*4 window around the pixel a 
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Avg. correct match 

before (%)

Avg. correct match 

after (%)

Video1 88.89 99.54

Video2 91.05 99.21

Video3 88.02 98.64

Video4 81.23 98.42

Table 1. Comparison of correct Matches before and after

Fig. 11. (a): Unstable frames

Fig. 11 (b): Stabilized with traditional approach

Fig. 11. (c): Stabilized with proposed approach

2*2 window around the pixel is considered in the 

modified SIFT. And around every pixel a 6 bin 

histogram is used to represent the local gradient for 

each pixel. So, the modified SIFT descriptors 

dimension becomes 24(2*2*6). Experimental results 

in [Table 2] show almost every video gives 100% 

accuracy with the modified SIFT descriptor vector.

5.2 Region-Based Keypoints extraction
The computational complexity of the algorithm is 

further reduced by reducing the number of SIFT 

keypoints to be extracted in every frames in each 

iteration. As the computational complexity of SIFT 

keypoints extraction is very high, reducing the 

number of keypoints to be extracted will reduce the 

time complexity effectively. But when SIFT 

keypoints are extracted traditionally; they are 

assigned a value and arranged in ascending order 

with their score. Restricting the number of keypoints 

results only top most ranked keypoints, but it 

doesn’t guarantee that the keypoints will be well 

distributed in all over the image. If the keypoints are 

not well distributed over the frame while 

transforming frames error may occur. So, the 

problem is less number of well distributed keypoints 

are needed.

To ensure the SIFT keypoints are well distributed 

over the image frame, keypoints extraction is done 

region wise. The image frame is initially divided 

into 4 regions or blocks. 4 blocks are chosen 

because to estimate homography matrix minimum 4 

pairs of keypoints are needed. So, even if every 

region has at least one keypoints it is possible to 

estimate the homography matrix. After keypoints 

extraction in every block they are merged together 

to get well distributed keypoints all over the frame.

Ⅵ. Experimental Results 

The performance of the proposed algorithm is 

evaluated with several unstable video sequences 

covering different types of senses to observe the 

efficiency and quality of the stabilized frames. The 

results of proposed stabilization with stitching are 

compared with the traditional stabilization 

algorithms to show the difference between the 

traditional and proposed algorithm. Fig 11 shows 

stabilization results of different frames and a 

comparison between traditional and proposed 

method.

Experiments have been done with different 

unstable videos and the results shows that the 

proposed approach give more than 98% correct 

matches [Table 1]. The table shows percentage of 

correct matches before and after doing matching 

improvements. The proposed matching results have 

more than 10% improvements. Related approaches 

are described in 
[13] & [18] but the results cannot be 

directly compared as, the previous works deals with 

still images and the proposed algorithm mainly 

considers video sequences. In 
[20] and [21], they uses 

video frames for improving matches, their results 

gives 90% of matching results which is lower than 

the proposed approach.

Fig 12 show, how the computational complexity 

is reduced by reducing the SIFT descriptor vector’s 

dimension and restricting the number of keypoints to 

60 in every frame.

In Zhu Qidan and Li ke proposed algorithm
[13] 

which performs similar approach, the SIFT 

www.dbpia.co.kr



The Journal of Korea Information and Communications Society '14-10 Vol.39C No.10

964

Fig. 12. comparison of time complexity after matching 
improvements

computational complexity is reduced by simplifying 

the descriptors, but there result shows, still the 

computational time/frame is around 3.8 sec to 3.9 

sec as they do not restrict the number of keypoints 

to be extracted. But, in the proposed algorithm the 

computational complexity is further reduced by 

restricting the number of keypoints and also 

reducing the descriptors size. The average 

time/frame in current approach is 0.389 sec, which 

means the performance is improved by almost more 

than 90%.

Table 2 shows that how the descriptors size 

affects the accuracy of the stabilization algorithm. 

Currently the algorithm uses descriptor size 24 

because further reduction of the descriptor reduces 

the time complexity of the algorithm but it also 

affects the accuracy of the stabilization algorithm. 

Further reducing the descriptor size gives inaccurate 

results.

Unstable 

videos

Accuracy(%) of stabilization with

different descriptors size

Descriptor 

size
128 96 64 32 24 16 8 

Video1 100 100 100 100 100 70.74 17.91 

Video2 100 100 100 100 100 87.45 19.23 

Video3 100 100 100 100 100 87.45 60.36 

Table 2. Accuracy test with different descriptors size

Ⅶ. Conclusions

This paper presents an improved video 

stabilization algorithm with image stitching for 

vehicular applications. By following these methods 

the hassle of estimating global, local motions and 

distinguishing between them to do motion 

compensation for video stabilization can be easily 

avoided.  The proposed algorithm not only removes 

unwanted shaky motions but also removes rotation 

and translation which may occur because of camera 

movements. The accuracy of the algorithm is 

improved by improving the matching procedure. 

Due to the modified descriptor size and restriction 

on number of SIFT keypoints the efficiency of the 

algorithm remains perfect and it becomes much 

faster than the traditional SIFT based algorithms.  

Further work includes improvements of the 

algorithm and hardware implementation of the 

algorithm.
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