DEBEris

= 19-45-02-03 The Journal of Korean Institute of Communications and Information Sciences *20-02 Vol.45 No.02
https://doi.org/10.7840/kics.2020.45.2.250

AZY Jeo] nE AHE vive] 7|F5AANE AT

27T HL 2 V10 MRS

T

SFelqkelel’, o] Al )

Error-Correcting 7/10 Modulation Code for Staggered
Bit-Patterned Media Recording Systems

Thien An Nguyen®, Jaejin Lee
2 o

ML= S viele] AR shis) A Aol LS AR S g A A1 S g v
£ SARe vele] 1SR NSUEF FHAT] QAL ohlsE Rk el FobdelsAR ol 2
AL AR PE SR, e, v AR olcle] )R] Bl SREe 238 g A
G o el Ashich & EEE SFYYTHE A 10 WetEE AL, el day
S 7|E] Q1Y delel® 10W =S FegER Wadch ARkshs MatEs 79

slosl, suflgh A A} 20l §9& b Sl w8 1 ] vl A wicle] 7154
o bees. Tssleh, AR HEYEE MENEE A8 ke it B A ueiTslc

(i

FIYE : HE HHE 0|C|o] 7|5 &Al, H0lH MEEX, 27 Y, HXRES, EdZ|A HXES
Key Words : Bit-patterned media recording, data storage system, error-correcting, modulation code, trellis
modulation code

ABSTRACT

Bit-patterned media recording (BPMR) is a potential future technology to record data in magnetic islands (one
bit per island). In BPMR systems, to increase the areal density, the distance between adjacent islands must be
reduced. Since leading to two-dimensional (2D) interference increased significantly. The bit error rates
performance of BPMR systems is seriously decreased due to the emergence of 2D interference. This paper
presents an error-correcting 7/10 modulation code. This modulation converts 7-bit data to 10-bit group symbols.
Each these symbol have two properties include avoid isolate inter-symbol interference between neighbor islands
and archives minimum distance Hamming of 2. Besides, we designed this modulation code to fit into a
staggered-array BPMR layout, which helps BPMR systems overcome the limits of the high areal density. The
results of the simulation show that the BPMR system with the proposed modulation code better than the system

without the modulation code.
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I. Introduction

In magnetic recording systems, superparamagnetic
phenomena are the most important obstacle, that
prevents conventional magnetic recording systems
from reaching an areal density (AD) beyond 1 tera
bits per square inch (Tb/in®)'".  In particular,
bit-pattern media recording (BPMR) is a promising
technology that can achieve the AD up to 4 Tb/in’.
To continue increasing the AD in the BPMR system,
the distance between the islands needs to be
reduced. This results in increased two-dimensional
(2D) interference. This 2D interference includes
inter-symbol interference (ISI), which occurs when
the distance between islands in the along-track
direction is narrowed, and inter-track interference
(ITT), which appears when the distance of islands in
the across-track direction is narrowed. To tackle the
2D interference, several 2D coding schemes have

d%!, However, the above

recently been propose
schemes are applied to regular-array BPMR [see
Fig. 1(a)] but not suitable for staggered-array BPMR
[see Fig. 1(b)]. Therefore, we propose a 7/10
modulation code for staggered-array BPMR. This
modulation code has the codeword that satisfies two
properties. The first property is that the codeword
ensures a minimum Hamming distance of 2. The
other is that the codeword avoids the isolated
phenomenon.  From there, we apply the trellis
modulation scheme to further enhance the error
correction process in the decoding process.
Simulation results show that the proposed
modulation code can improve the bit error rate

(BER).
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Fig. 1. The structure of (a) is regular-array BPMR and
(b) is staggered-array BPMR.

II. Proposed Modulation Code

To create the codeword we classify two cases
described in Fig. 2. The bounding shape of the Ist
and 3rd columns are the same and they are odd
columns. Another case is the bounded area of even
columns (2nd and 4th columns). The proposed
modulation code converts a sequence of 7 bits of
user data into a 10-bit codeword in the forms shown
in Fig. 3. In Fig. 3, from the codeword form of even
columns to get the codeword shape of the odd
columns we perform a 180-degree rotation of the
codeword shape of the even column. We have 7
bits of user data, so we need 2’=128 symbols for the
proposed modulation code. To achieve a minimum
distance Hamming of 2, we choose codeword with
the number of 1s of 0, 2, 4, 6, 8, and 10. These

symbols are shown in Fig. 3.

15t column 2% column 3 column 4t column
15 track l l l l
27 track
3t track
4 track
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Fig. 2. Partitioning of data creates codeword.

2.1 Encoding

In this study, we propose two modulation
methods as follows:

Modulation 1: A 7-bit input (0000000-1111111)
is assigned to a 10-bit codeword (C0-C127) using a
one-to-one mapping algorithm. To implement this
algorithm, in our study we use lookup tables. For
example, if the input bits are 0100101, they are
converted into a codeword C37 through a
codeword-mapping table.

Modulation 2: We apply the trellis modulation
structure shown in Table 1. In the table, we assign
“oc” to "output codeword” and “ns” to “next state”.
In this structure, we consider 128 states and only
one branch between the current state and the next
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(&4 C1 C2 C3 C4 C5 C6 c7 branches labeled O, 1, 2, ..., 127 are assigned the
OO0 OO0 OO0 OO0 OO0 OO0 OO 2mO
000 000 OO0 W00 OOW OO0 OO0 mOoO
QP OopR 000 m00 Bom OO0 000 w0l codeword C(k mod 128), C(k+1 mod 128), ... ,
OO0 OEE EE0O OO0 OO0 WOO OOW OO0

C(k+127 mod 128). respectively. The encoding
C8 Cc9 C10 Cl1 Cl12 Cl13 Cl4 C15

Om ®mO0 Om 00 OO0 OO0 OO0 ’E; i
Ol0m OmC OEO OBO OmO smmo OmEm OO0 process starts at state SO. The encoding process
OO0 OO0 000 000 000 000 000 000 takes 7 input bits, generates 10-bit codeword at the

cle ¢y c1s o cly ol 22 €23 output and move to the next state. After producing

oo om L_J=] oo oo oo oo 1]
OO0 OE0 OE0 E00 OO 000 O00 OEE

m codeword (synonymous with m+1 status), a word
OO0 OEE EEO OON EOO EEE ENE OOO

4 s 6 7 8 9 C30 o parity is added to return the status to SO. This
mm Om ®m0 OmE ®mO Om mO OO0 . . . .
EE0O ONN ENO OON EO0 ONO ONO EEO process continues until no input data remain. Thus,
OO Om mO0 OO0 OO0 ™m0 oM 00
00D 000 OO0 EE0 OEE E00 OOW COEW the actual code rate becomes 7m/10(m+1), where m
32 €33 (34 O35 6 37 38 €39

oo oo OO = =mm mo oOm oOm is the interval between the terminating parity
OEEN OEN ENE0O EO0 OO EE0O ONEE EON

OO0 O N0 ®mO0 O O ®NO ®mO symbols. Fig. 4 shows an example of the encoded
EEDO OOE EOO0O OOO OO0 000 O00 Oooo

C40 cal c42 c43 C44 c45 C46 c47 sequence.
mO0 OO0 oo mO om m0 OWm m
EON E0O0 OO EOO0 OON EOO OO OO0
O mE Em EO om Om ®m0O (=)=}
OO0 E00 OO EO0 OO OON EOO0 OEN Parity
cas 4 50 st 5 53 csa 55 Input: 0000101 0000110 0010101 0010001 0000000
Em EO om [ 1 [ 1 oo oo oo oo 0o om om om
OO0 E00 OO 000 OO0 W00 OO OEO o000 om0 OOmM COEm Om0
[ == =] OO0 mO om m0 OWN om [ Ni=! [ Ja) oo | Wil oo
END END ONN EOO OO ENEO OEE OEN EC0C OO0 mEO0 000 OEm
C56 C57 C58 C59 C60 col Co62 C63 Current State: S0 S5 S6 S21 S17
Next State: S5 S6 S21 S17 SO
0Odd Even 0Odd Even 0Odd
column column column column column
mOO oo N om Omm
| =l om0 oo Omm [m]s)
ooo | s oom [ sl om0
oo ooog om ooo om
C ~ =
Combine
EEE the codewords
C86
1 [ ]
EEE EOO
[ ]
000 EEE
C88 C89 €90 91 92 93 C94 C95
mO ] O ] =] ] L1 ] a| = B ZHpA o
OON E00 OO EEO OENE EON EON OON - 4. F WA e 01111].
] =] Fig. 4. Example of the modulation 2.

2.2 Decoding

OOE =SB0 OBE SEE EEE ENE EEE EBE Modulation 1: We compare the codeword
received with the codeword in the table by
calculating the Euclidean distance (ED) and choose

[6]
Cli2  ClI3  Cll4  ClIs  Clle  ClI7  ClI8  Cl19 the codeword that has the smallest ED™.
EEE ONE EEC EEE mEE CONE EEO sOE Modulation 2: We use the Viterbi algorithm (VA)
L] L] om [_J=] om [_J=] _J=] . . .

OOm OO E0O0 OEE EEDO OON EO0O0 EOO with ED as the branch metric to implement the
C120 C121 Cl122 C123 Cl124 Cl125 Cl126 C127 . . .
EEm OO =N ®EN SN NN NN EE decoding scheme. Therefore, the branch metric is

EOEN OE0O 000 OO0 E0ON EON OON EOO

om m Om Wm0 0O 0O OO oo
OON EEE EEE EES ONSE ES0 EEE ENE calculated by

a8 3. Al¥E 3=d= A3t

10
Fig. 3. The codeword. o k 2

X80 81)= Zl (2= i (s,)] @

J=

state. In state SO, the branches labeled O, 1, 2, ...,
127 are assigned the codeword CO, C1, C2, ..., where s, is the current state, s, is the next state, z;;
Cl127, respectively. Similarly, in the state Sk, is the jth bit of the ith received codeword, and uj,-(k)
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is the jth bit of the ith branch codeword of the kth
possible transmitted codeword for k=0, 1, ..., 127.
When the process reaches the mth codeword, which
corresponds to cumulative metric. Then, the
decoding procedure outputs the message word
corresponding to each surviving branch. This process
is continues until no codeword is received. An

example of the decoding process is shown in Fig. 5.

m branch m branch m branch

27 5. ARk x5 txe o)
Fig. 5. Decoding example of the proposed modulation
code.

II. Simulation and Results

The user bits a[k]<{0, 1} are put into the
proposed 7/10 modulation codewords, which consist
of 2D islands s[k,j]<{-1, 1}. The output codewords
from the modulation block are transmitted over the
BPMR channel with AWGN"®. Channel outputs
ylkj] are entered to 2D equalization block”. The
equalizer used has a size of 5 x 5; the coefficients
of the PR target polynomials are f;(0.1, 1, 0.1) for
across-tracks. Then, the output z[kj] from the 2D
equalizer is put into the SOVA detector to reduce
2D ISI and recover the data s[kj]. Finally, the
original input data a[k] is recovered by decoding
the data s[kj]. We define the channel
signal-to-noise ratio (SNR) as 1010g10(1/0W2), where
0w is the AWGN power.

First, we examine the value of m affects the bit
error rates (BER) performance in Fig. 6. With an
error bit in a block m codeword, we can fix this bit
error, when we apply the Viterbi algorithm (VA) on
this block. If the value of m decreases, we have
more m codeword blocks. Since we can fix more
error bits. Therefore, the BER performance depends
on the value of m. In this experiment, we simulated
110 pages with 1200 x 1200 bits size, consist of 10
pages to train the equalizer -coefficients. We
simulated the system without coding at an AD of 2

BER

7 f B 10 n 12 13
SNR (@B)

J8 6. mell w2 HEH-3° BER A5
Fig. 6. BER performance according to m value.

SNR (dB)
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Fig. 7. BER performance at the ADs of 2 Tbfin’ (system
without coding), and 3 Tb/in2 (system with code rate 7/10).

BER

SNR (dB)

J8 8. 4/6 WxFe} 7/10 W] As vl
Fig. 8. Compare BER performance between system with
code rate 4/6 and system with code rate 7/10.

Tb/in® (T, = T, = 18 nm) and the system with
coding at an AD of 3 Tb/in2 (Ty = T, = 14.5 nm).
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The results showed that the code rate decreases
when the value of m increases. At values of m
above 30, the BER performance does not change
significantly. From here we will set the value of m
= 30.

In Fig. 7, we simulate 7/10 simulation with
method 1 and method 2. In this experiment, we
changed the AD to ensure the user data remains
constant in the constant area. The system without
coding uses an AD of 2 Tb/in2 (T; = T, = 18 nm).
The system with the 7/10 code rate is simulated at
the AD of 3 Tb/in2 (T; = Ty = 14.5 nm). The results
showed that the proposed 7/10 modulation code
using a one-to-one mapping algorithm has an
approximately 1 dB gain at 10 BER. On the other
hand, as using trellis modulation, the gain at 10*
BER is approximately 3 dB gain.

In the next simulation, we compare our proposed
modulation code with a 4/6 modulation code, which
applies to the holographic data storage systemsllo].
The BER performance of this simulation is shown in
Fig. 8. Here, the modulation with a 4/6 code rate
and our proposed modulation code are simulated at
the AD of 3 Tbfin>. The system without coding is
simulated at the AD of 2 Tb/inz. The results showed
that the proposed modulation code better than the
4/6 modulation code.

IV. Conclusion

We have proposed the error-correcting 7/10
modulation code for staggered-array BPMR. By
creating a structure suitable for staggered-array
BPMR, our proposed modulation code achieved a
high code rate. At the same time, our codeword not
only eliminates fatal 2D ISI patterns but also
ensures the minimum Hamming distance of 2. Since
the trellis modulation coding scheme is applied to
correct errors. In general, the results indicate that the
system with our proposed modulation code archives
higher coding gain than systems without coding. In
particular, our proposed modulation code provides a
coding gain of approximately 3 dB compared to the
random signal at 10 BER.
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