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ABSTRACT

In distributed software-defined networking with multiple controllers, traffic variations can easily cause load
imbalance among individual controllers. Thus, switch migration (SM) techniques have been introduced to
address this problem. However, appropriate selection of the target controller for SM considering the dynamic
nature of networks remains a challenge. In this paper, a learning-based SM (LSM) scheme is proposed to
select the most appropriate target controller for SM operation. LSM employs the expectation-maximization
algorithm to maximize the likelihood value of the potential target controller by learning the OpenFlow
Packet-In message forwarding history. The experimental results demonstrate that LSM substantially outperforms

existing schemes in terms of throughput and packet loss rate.
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I. Introduction

Due to the ever-expanding scale of
software-defined networks (SDN), the scalability of
the centralized controllers becomes a key issue. For
high scalability, a logically centralized but physically
distributed controller structure is widely used.
However, such statically determined mapping results
in load imbalance among controllers and resource

underutilization™

. That is, only certain controllers
become overloaded, whereas the others remain
underutilized and thus become cold spots. This
further makes the control plane unable to adapt to

traffic variations™.

To address this problem,
workloads of overloaded controllers should be
reduced and shifted to the cold spots that are
expected to achieve higher network performance. To
this end, the switch migration (SM) techniques have
been proposed and their effectiveness clearly proved
M with a concise case study.

Even though, with SM, the reliability and

scalability of the distributed controllers can be

in

sufficiently enhanced, SM must be implemented
with a well-designed mechanism to decide which
controller should be selected for SM. For example,
random or unsuitable target controller selection may
lead to load imbalance because the capacity of the
controller is not accurately considered. A couple of
SM schemes have been introduced™>. Dixit et al.'¥
proposed an elastic distributed controller architecture
in which a controller pool is dynamically grown or
shrunk according to traffic conditions, and the load
is dynamically shifted across controllers. The nearest
controller is selected as the target™ to save the
migration time. Cui et al®!' proposed a
load-balancing  strategy among multiple SDN
controllers in which the response time was used to
measure the controller load, and they derived an
appropriate response time threshold to detect
overloaded controllers. Sahoo et al™ applied
KarushKuhn-Tucker conditions for target controller
selection in the software-defined wide area network
architecture and proposed a novel strategy to
optimize the response time of control messages

during SM. However, some of these works may
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cause imprecise target controller selection (e.g., [4])
and others may generate complicated selection
procedures (e.g., [5, 6]). To overcome these
limitations, a new efficient SM scheme must be
developed for appropriate target controller selection
while considering dynamic network conditions.

In this paper, a learning-based switch migration
(LSM) scheme is proposed to decide which
controller is preferred for SM. The controller
selection problem is analytically formulated, and the
decision is made based on the learning with the
incoming history of OpenFlow Packet-In messages
by means of the expectation maximization (EM)
algorithm. The evaluation results over an
OpenDayLight-based testbed demonstrate that LSM
substantially outperforms existing schemes in terms

of throughput and packet loss rate.
II. System Model

In this section, we first present the LSM network
model. Subsequently, we explain the formulation of
the controller load in Openflow-based SDN.

2.1 Network Model

In Openflow-based SDN, a packet is forwarded to
a relevant controller from an OpenFlow switch that
contains the non-corresponding flow entry to match
it. The unmatched packet and its header are
encapsulated in a Packet-In message, and the master
controller decides the routing path and installs flow
entries for it. Although the controller load is affected
by several factors such as the process of Packet-In

topology,
communication patterns among controllers, and the

messages, the global  network
number of flow entries, the processing of Packet-In
messages is generally regarded as the most vital part
in controller resource utilization”®. That is,
Packet-In messages should be evenly distributed to
multiple controllers to avoid any load imbalance
situations.

The LSM network model, which is depicted in
Fig. 1, consists of multiple OpenFlow switches and
controllers. The controllers exhibit the same

performance and partition the entire network into /V

www.dbpia.co.kr



@A st 71abe] vholaeleld e AEER] AlE 7Y

rL_Sl;’[ i?r_an_le;w;rl: _____________________ !

i i
: Load Adaptation Decision (Switch/Controller :
i selection for SM) i
i i
i i
| 1

D
Load measurement/Forwarding
history record

Action:
Execute SM operation

-------

(23333 OpenFl;m Swg
Flow-Switch . ~

Fig. 1.

The network model of LSM.

domains. In addition, the traffic volume and
controller workload are changed dynamically. Each
1) a load

measurement/forwarding history record module, 2) a

controller in LSM has three modules:

load adaptation decision module, and 3) an action
module'™. The load measurement/forwarding history
record module aims to measure the load condition of
the controller and store the Packet-In message
of

the load adaptation decision module

incoming  records individual  controllers.
Meanwhile,
selects a candidate switch that forwards its Packet-In
messages to the controller. To this end, the EM
algorithm is employed to determine the target
controller with the smallest likelihood value, which
is elaborated in Section 3. Finally, the action module
carries out the SM operation, which migrates the
candidate switch to the newly selected target

controller.

2.2 Controller Load Model
In SDN, SM occurs in three cases. First, the
if the

controller is shut down or in sleep mode to reduce

switches should be migrated relevant
energy consumption. Second, if the congested traffic
load exceeds the capacity of all the controllers (i.e.,
all of

alternative controller should be added, and the

the controllers are fully utilized), an
overloaded switches should be migrated to it. Third,
if the aggregated traffic load is beyond the capacity

of the controller, the corresponding switches should

In this case,
added. Note
case, as the
CPU
bandwidth usages) of the controller need to be

be migrated to other underutilized ones.
a new controller does not need to be

that this work only considers the last

[2]

same as Two parameters (i.e., and

considered for load measurement. Let p, and b;, be
the unit cost of CPU and bandwidth for processing

a Packet-In message. Then, the resource utilization

N, Oof controller ¢, by switch s;, where
k€{1,2,.... K}, and nE{1,2,..., N},
given by

I X TX py
cJk k+

I X TXDb,

_ B

Mkn — <u71, Uy, )
oy,

pn

@

where 7, is the number of Packet-In messages

generated by s, to c, per unit time. 77 is the

elapsed time. ug and uf are the weights for CPU

and bandwidth costs, respectively, and their sum is

1. Note that p, and p, represent the CPU and

bandwidth capabilities of c,. Then, the total load of

¢, can be defined as'®

n

K
L(Cn) = E [rk‘,n X nkn]

K=1

@

where 7, is a Boolean function to represent the
mapping between switch s, and controller c,,,

which is given by

1
7Nk',n_ 0

Subsequently, the average network load of N

ifs,ismanagedbyc,
otherwise

3

controllers can be derived as
1 &
ML) @

n=1

To quantize the load measurement, the ratio of

the current load to the average load, &, is defined as
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where £ < 1 illustrates the load is underutilized. On
the other hand, £ =
load is stable and overloaded, respectively. For the

1 and £ > 1 represent that the

load measurement module, it can be concluded that
the first case is regarded as underutilized, and the
other two cases are regarded as overloaded, which

triggers SM operations'®,

2.3 Procedure of SM

The whole procedure of SM is depicted in Fig. 2.
At first, the initial overloaded master controller A
transmits a Start Migration request message to the
selected new controller B (see (1) in Fig. 2). Once
B receives the message, it requests to transit its role
to Equal by forwarding a Role Request message to
the switch S (see (2)-(3) in Fig. 2). After B
receives the Role Response message, it notifies A
that it is ready for migration (see (4) in Fig. 2). B
may receive asynchronous messages (e.g., Packet-In)
while completing this role change, but it does not
process them since A is still the master one. In
order to identify a precise timing for the migration,
A transmits a dummy Add-Flow-Mod message to
S by adding a new flow entry without matching any
incoming packet (see (5) in Fig. 2). Subsequently, it
forwards another Delete-Flow-Mod message to
remove this entry (see (6) in Fig. 2). Accordingly,

the switch .S forwards a Flow-Removed message to

Initial overloaded Switch Selected new
controller A S controller B
T~ ——— (1) start Mlgrahon -
(2) Role- Request to equal |

(3) Role-Response for equal |
— - (4) Ready for migration — — —

" (5) Add-Flow-mog -

(6 Delete-Flow-Moq

I
f—voa sBuojaq §
[Y

m Flow-Removed ————— (7) Flow-Removeq — )

—— — (8) Terminate Migration - —

T
- (9) Role-Request to master

(10) Role-Response for master ,|

[« g oy sBuojeq s »|

Fig. 2. The procedure of SM.
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both controllers because A and B are in the Equal
roles (see (7) in Fig. 2). This Flow-Removed
message triggers an ownership transfer for S from
A to B, and henceforward, only B takes a charge
of processing all the messages forwarded from 5.
At last, A sends a Terminate Migration message to
B (see (8) in Fig. 2), which then sends a
Role-Request message to S to change A to the
Slave role upon receiving the Role-Request
message!! (see (9)-(10) in Fig. 2).

II. LSM Scheme

In LSM, we assume that a global network view
is shared among distributed controllers. Whenever an
SM event is accomplished, the controllers must
conduct synchronization to preserve the global
network view. The observation history of forwarding
Packet-In messages is denoted by {01,02, ,0'"},
which consists of m independent observations for
one controller. Further, o'=1 if a Packet-In
message is processed by the controller; otherwise,
o'=0.

Based on these observations, we aim to derive the
likelihood function to fit the parameters of a model

p(o,h), which is given by

m m

o= Y logplop) = Ylog Y (o hiip).

i=1 =1 h'
(6)

Note that (6) is derived from the marginal
distribution of oi, and there is no direct way to
calculate the value of . Here, Jensen’s inequality
is adopted. Assuming that (); is the distribution
over h for each 1, the right-hand equation of (6) is

derived as

(o' h,cp)
glogzp o', h'sp) ElogEQ 7@%)
(o' h,np)
E;Q Tom)
@)
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Specifically, f(ac) = logx is a concave

function because f” ()= —1/ < 0, while

£ € R”. Hence, ZQ,(hl)[p%] is the
h' Qz(hl)
expectation of [p(oi,hi;w) / Qz(h')] Consequently,

by reusing Jensen’s inequality, we have

T -aPquny V= -0 V)
®)

where h' ~ Q,

;. indicates that the expectations are

with respect to h' obtained from ();, which allows

us to proceed (7). Furthermore, for any set of

distributions  ();, the lower bound of g; can be
obtained from the inequality of (7). That is, the
algorithm can seek the optimal decision by raising
the lower bound continuously.

To tighten the lower bound, the step involving
Jensen’s inequality in (7) is expected to hold with
the equality. Therefore, constant c is taken over the

expectation as

p(o',h'sp)
cC=——" 9
Qi(hl) ( )

where ZQ,(M) =1 and Q;(h') is the posterior
3

distribution of h; given o' and . Therefore,

according to the conditional probability function,

Ql(hz) is derived as

i iahj§ i i
Q;(h') = %Zp(h’ | o'5p).  (10)

That is, (); is set to be the posterior distribution

of h' given o' and setting parameter . Based on
(7) and (10), we provide a pseudocode of the
EM-based controller selection algorithm in Fig. 3.
First, the initial forwarding histories of each

controller are randomly selected (see line 1 in Fig.

Algorithm 1 EM-based controller selection algorithm.

I: Choose initial forwarding histories of each controller
bl
(o' 0% o™

2:  repeat
3 for each i
Qi(hy = p(h|o': o)
4: for each Q;(h")
; plo' R @)
@ = arg max Qith"ylog —————
Z ,Z ’ )

5:  until satisfying B

6: Sort ¢ in descending order

7: Adopt the controller with the smallest ¢ for SM op-
eration

Fig. 3. EM-based controller selection algorithm.

3). After that, the expectation (&) step is conducted

based on (10), providing a lower bound on the

loglikelihood g;, which needs to be maximized (see
line 3 in Fig. 3). In addition, for the maximization
(M) step, we must maximize (7) to obtain a new
setting of ¢ (see line 4 in Fig. 3). Finally, these two
steps are executed repeatedly until a preset iteration
count B is reached (see lines 2 to 5 in Fig. 3). The
obtained results are sorted in a descending order
(see line 6 in Fig. 3), and the smallest one is
selected as the target controller, which implies that
the controller processes the smallest number of
Packet-In messages (i.e., it is underutilized) and it is
the most appropriate controller for SM (see line 7 in
Fig. 3).

IV. Evaluation Results

To evaluate the performance of LSM, we built a
testbed using three OpenDayLight controllers
supporting the OpenFlow protocol 1.3v. The Mininet
emulator supporting 2.3v is installed on Intel i7
processor with 32G RAM PC. Each physical
machine runs Ubuntu 18.04.5 LTS with JDK1.8. A
well-known fat-tree topology, which consists of 25
core switches, 50 aggregation switches, and 50 edge
switches, ~was considered for performance

evaluation. It is hard to overload a SDN controller

17
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due to the loop-back problem in Mininet. To handle
this issue, the controller capacity is maintained as
low as possible (i.e., 2000 Packet-In message per
second), and the CPU and bandwidth capabilities
follow the same ones in™. The iPerf and Cbench
tool are used for traffic generation and measurement.
The packet arrival rate is set to 1000 pps and each
packet size is set to 1.5 KB.

The performance of LSM (in terms of throughput
and packet loss rate) is compared with 1) SMDM,
which selects the controller based on the migration
efficiencym, 2) DNMA, which selects the nearest
controller as the migration controller™, and 3)
SMCLBRT, which selects the controller considering
the response time™. Note that all of them follow the
same procedure in Fig. 2; however, they choose
different target controllers depending on their
algorithms.

4.1 Throughput

Fig. 4 shows the number of migrated switches in
different schemes. It can be seen that LSM has the
smallest number of migrated switches whereas
DNMA has the largest one. This results affect the
TCP throughput as shown in Fig. 5.

Fig. 5 shows the TCP throughput when TCP
flows have run for 30 minutes on the given fat-tree
network topology. Note that LSM always selects the
latest ten observations as the initial training data and
the iteration count B is set to five. Fig. 5 shows that
LSM outperforms all the other schemes. This is
because LSM always selects the recent Packet-In
message records as its initial parameters, which

affects the target controller decision significantly.

“
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(7]

-

w

2

i

LSM SMDM DNMA

The number of migrated switches
~
w

[

S

SMCLBRT

Fig. 4. Number of migrated switches.
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Fig. 5. Average throughput.

Thus, it can select the most appropriate controller
for SM by considering current network situations
and avoid any potential load imbalance situations.

That is, LSM has strong vitality regardless of the
network changes. Furthermore, LSM provides a
faster controller selection procedure that mitigates
the Packet-In processing delay at the controller,
compared with the efficiency-aware scheme of
SMDM and the complex decision process of
SMCLBRT. Specifically, the time complexities of
LSM/DNMA, SMDM and SMCLBRT are O(n?),
0(n4), and O(ng), respectively.

As shown in Fig. 4, DNMA always chooses the
nearest neighbor controller as the target and
therefore the selected controller may be overloaded
which leads new load imbalance, and DNMA shows

the lowest throughput.

4.2 Packet Loss Rate

Fig. 6 shows the packet loss rate in UDP flows
of the four SM schemes. Note that packet loss event
can occur due to the buffer overflow of the switch
during SM. Intuitively, as more packets are
transmitted, more packets can be lost as a result of
the inappropriate controller selection. From Fig. 6, it
can be found that the packet loss rate of LSM is
found to be the lowest. Approximately, LSM shows
the reduced packet loss rates by 14.7%, 23%, and
8.3%, respectively, compared with SMDM, DNMA,
and SMCLBRT. This is because the target controller

selection in LSM contributes to avoid new possible

www.dbpia.co.kr
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Fig. 6. Average packet loss rate.

unevenness among controllers and the packet loss

events.

V. Conclusion

In this paper, we proposed the LSM scheme
based on the EM algorithm, which utilizes the
record of Packet-In message forwarding history as
the

controller selection. The procedures to select the

initial learning parameters for appropriate
switch candidate and target controller in LSM are

more straightforward and adaptive to dynamic
network conditions than those in existing schemes.
The evaluation results demonstrated that LSM
outperforms the classical and state-of-the-art SM
schemes in terms of throughput and packet loss rate.
Therefore, we believe LSM can be widely employed
in practical SDNs. In our future work, we will
leverage advanced learning techniques such as deep
reinforcement learning for enhanced load balancing
in SM, and more realistic network topologies will be

considered.
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